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A B S T R A C T   

Knowing which features are frequent among a biological kind (e.g., that most zebras have stripes) 
shapes people’s representations of what category members are like (e.g., that typical zebras have 
stripes) and normative judgments about what they ought to be like (e.g., that zebras should have 
stripes). In the current work, we ask if people’s inclination to explain why features are frequent is 
a key mechanism through which what “is” shapes beliefs about what “ought” to be. Across four 
studies (N = 591), we find that frequent features are often explained by appeal to feature function 
(e.g., that stripes are for camouflage), that functional explanations in turn shape judgments of 
typicality, and that functional explanations and typicality both predict normative judgments that 
category members ought to have functional features. We also identify the causal assumptions that 
license inferences from feature frequency and function, as well as the nature of the normative 
inferences that are drawn: by specifying an instrumental goal (e.g., camouflage), functional ex
planations establish a basis for normative evaluation. These findings shed light on how and why 
our representations of how the natural world is shape our judgments of how it ought to be.   

1. Introduction 

Zebras should have stripes, of course, 
So Zak thinks he should change. 
Liz Carter, Zak the Zigzagged Zebra. 
Think of a zebra. Decades of research suggest that concepts are shaped by the statistical properties people experience (directly or 

indirectly), so the zebra that comes to mind will likely have black and white stripes, four legs, two eyes, and so on (Hampton, 1979; 
Nosofsky, 1988; Rosch & Mervis, 1975). These judgments of what is normal, or typical, reflect descriptive beliefs about the natural 
world. But representations of a “typical” zebra can also be shaped by normative beliefs or ideals: If you think that a zebra with stripes is 
a “better” zebra, you may judge it to be more typical and it might be more likely to come to mind (Barsalou, 1985; Bear et al., 2020; 
Bear & Knobe, 2017; Borkenau, 1990; Burnett et al., 2005; Foster-Hanson & Rhodes, 2019a; Lynch et al., 2000; Read et al., 1990; Rein 
et al., 2010). Concepts that encode both descriptive and normative components also have the potential to license normative judgments 
about category members: If striped zebras are better, you might agree with Liz Carter’s poem in thinking zebras should have stripes. 

These observations raise two related puzzles. First, where do normative judgments about how the natural world ought to be come 
from? (That is, why, and in what sense, should zebras have stripes?) And second, how and why do normative judgments relate to our 
representations of how the world is? (That is, why might a more ideal zebra be regarded as more typical?) In the current paper, we aim 
to solve these puzzles in the context of biological kinds. 
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Both of these puzzles concern the relation between is (i.e., descriptive beliefs about what categories and their members are normally 
like) and ought (i.e., normative judgments of how categories or their members should be). As we discuss in greater detail below, prior 
work reveals that people sometimes reason that what is approximates or sheds light on what ought to be (Hume, 1739/2003; see also 
Black, 1964; Hudson, 1969; Knobe et al., 2013). This pattern of reasoning is sometimes referred to as the naturalistic fallacy (a term 
first used by Moore, 1903/2004, to describe is-ought reasoning in general; the fallacy of drawing such inferences from nature in 
particular was first described by Friedrich et al., 1989; Kierniesky & Sobus, 1989). This is a fallacy because, without the additional 
premise that the way things are is valuable or good, a normative claim does not follow from a descriptive one. For instance, the 
observation that most zebras do have stripes does not mean that zebras should have stripes, unless we have reason to think that the way 
zebras happen to be reflects something that is valuable or good – for example, that current organisms embody the ideals of some 
creator, or that natural selection results in biological features that are valuable and good. 

In the current work, we propose and test a hypothesis about the missing premise from is to ought in laypeople’s reasoning about 
biological kinds. The hypothesis is that this premise comes from people’s folk biological beliefs about why certain features are 
prevalent. Specifically, we propose that people often posit functional explanations for the features of biological kinds (e.g., that zebras 
have stripes because stripes have served an important function, such as camouflage), reflecting their intuitive beliefs that the prop
erties of biological kinds are typically the result of actual design (a creator) or apparent design (natural selection). Crucially, functional 
explanations bring with them a normative standard against which category members can be judged as better or worse (e.g., better or 
worse in terms of potential for camouflage; see Lombrozo & Wilkenfeld, 2019, for relevant discussion). This normative standard can 
define category ideals, shaping representations of what is typical, or “normal,” for a category (Gelman & Legare, 2011; Medin et al., 
1987; Murphy & Medin, 1985; Wattenmaker, 1999). This normative standard, and subsequent representations of what is “normal,” can 
also license normative judgments about what category members should be like (an idea first posited by Aristotle, ca. B.C./1996; see also 
Lane, 2020). Finally, because people’s folk-biological expectations about nature entail thinking that evolution means getting better 
over time (Coley & Tanner, 2015; Gregory & Ellis, 2009; Kelemen & Rosset, 2009; Kelemen et al., 2013; Lombrozo et al., 2006; Mayr, 
1982; Shtulman, 2006, 2017; Ware & Gelman, 2014), these explanations also generate expectations that functional features will 
continue to become more frequent in the future. This proposal is summarized in Fig. 1. 

In the remainder of the introduction, we first offer a brief review of prior work on frequency and ideals in shaping category 
representations (as reflected in judgments of typicality), as well as prior work on inferences from is to ought. We then develop our 

Fig. 1. Proposed causal process model. Arrows show the posited relationships that we tested across studies. This model includes two possible 
avenues through which descriptive information gives rise to normative judgments and expectations about the future: through explanations of 
feature frequency, or via category representations that encode what is “normal.”. 
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proposal in greater detail and offer an overview of the four experiments we go on to report. 

1.1. Frequency and category ideals shape typicality 

People judge some category members as more typical than others (e.g., a robin is more typical than an emu for the category of 
birds), and this graded structure is one of the most robust phenomena in research on conceptual representation (e.g., Murphy, 2002; 
Rips, 1975; Rips et al., 1973; Rosch, 1973; Rosch & Mervis, 1975). Typicality has important consequences for how people use concepts 
to learn and reason in their daily lives: Typical category members come to mind more readily (Anglin, 1986; Rosner & Hayes, 1977), 
are often learned first (Bjorklund & Thompson, 1983; Rosch et al., 1976; Mervis & Pani, 1980; Rosch et al., 1976), and serve as the 
basis for people’s inferences about what other category members are like (Osherson et al., 1990; Rips, 1975). This feature of concepts 
has often been referred to in the philosophical literature as “normality” (e.g., Bear & Knobe, 2017; Bear et al., 2020; McGrath, 2005; 
Wysocki, 2020), with what is “normal” (i.e., typical) determining what comes to mind when people think of a given category, and also 
serving as the standard against which individual category members can be compared (see Osherson et al., 1990). 

People’s graded category structure encodes their descriptive beliefs about feature frequency: Category members that are more 
typical tend to have more features in common with other category members, and fewer in common with non-members (i.e., family 
resemblance; Rosch & Mervis, 1975; see also Ameel & Storms, 2006; Davis & Love, 2010; Goldstone et al., 2003; Kim & Murphy, 2011; 
Medin et al., 1987). Indeed, one of the most well-established findings in research on conceptual representation is that frequent features 
are viewed as typical and diagnostic of category membership (Hampton, 1979; Nosofsky, 1988). However, feature frequency is not the 
sole determiner of typicality: People’s ideals can also shape judgments of what is typical (Barsalou, 1985; Bear & Knobe, 2017; Bor
kenau, 1990; Burnett et al., 2005; Foster-Hanson & Rhodes, 2019a; Lynch et al., 2000; Read et al., 1990; Rein et al., 2010). For 
example, landscapers view taller, less weedy trees (i.e., trees that are more ideal for landscape design) as more typical (Lynch et al., 
2000). More generally, category members are often seen as typical to the extent they approximate the category’s “central tendency,” 
but with an additional role for proximity to category ideals, which tend to be more extreme than average values (Barsalou, 1985). The 
notion that people’s concepts are shaped by ideals is thus supported by decades of research, but has much older roots – more than 
2,000 years ago, Plato proposed that humans understand all things in the world in reference to their most idealized forms (ca. 380 B.C./ 
1974; see also Mohr, 1977; Ziff, 1972). 

Although most research on the role of ideals in shaping typicality has focused on anthropocentric ideals – i.e., ideals relative to 
human goals – people also sometimes reason about biological kinds in terms of biocentric ideals – i.e., ideals relative to an animal’s or 
species’ own goals, grounded in beliefs about adaptive fitness (Foster-Hanson & Rhodes, 2019a; Foster-Hanson et al., 2020). For 
example, learning that a certain feature (e.g., a longer snout) is important for an animal’s adaptive fitness goals (e.g., getting food to 
eat) leads people to view more idealized features (e.g., longer snouts) as more typical for the animal (Foster-Hanson & Rhodes, 2019a). 
Similarly, features that serve biological functions (vs those that do not) play a larger role in people’s intuitive biological classifications 
(Lombrozo & Rehder, 2012), suggesting that organisms that better instantiate a kind’s biocentric ideals are more likely to be judged as 
members of that kind. 

While it’s well-established that frequency and ideals both shape typicality, it is less clear how they interact, and why typicality 
might be a function of both. In other words, why would people’s concepts encode a graded structure with both descriptive and 
normative dimensions? In the context of social categories, Del Pinal and Reuter (2017) propose that ideals are important for repre
sentations of some kinds of categories (e.g., scientists) because they reflect commitments to category-specific values (e.g., revising 
beliefs in light of evidence) that can predict future behavior and category membership (see also Foster-Hanson & Rhodes, 2019b; 
Knobe et al., 2013). More generally, descriptive information (about frequency) could be valuable in supporting inferences about how 
categories are now, while normative information could be useful in shaping judgments about the direction in which category members 
might change in the future. Relatedly, while differentiating between descriptive and normative information could be important for 
optimizing prediction (anticipating what is likely) versus intervention (bringing about what is valuable), typicality could be a 
compromise between both types of category information (Bear & Knobe, 2017; Bear et al., 2020; Wysocki, 2020), or even shift 
depending on the inferential goals relevant at the time of judgments (e.g., Barsalou, 1985; see also Vasilyeva et al., 2017; but see Kim & 
Murphy, 2011, for evidence of inflexibility in typicality judgments). In the current studies, we look at the relation between feature 
frequency, normative claims, and typicality, and we probe judgments about both the present and the future. 

1.2. “Is” to “ought” reasoning 

A separate body of research has documented how frequency can also license normative judgments, with people often reasoning that 
what is approximates or sheds light on what ought to be (Hume, 1739/2003; see also Black, 1964; Hudson, 1969; Knobe et al., 2013). 
This tendency has been given a variety of names (e.g., “the is-ought problem,” “the naturalistic fallacy,” “the existence bias,” “the 
status quo bias”), but all are characterized by a tendency to assume that what is descriptively true is also good. Particularly relevant to 
the present research, people sometimes assume that what is natural must be right and good (e.g., Friedrich et al., 1989; Kierniesky & 
Sobus, 1989; Ismail et al., 2012). Yet similar tendencies to infer “ought” from “is” permeate people’s judgments across domains, 
ranging from how many credits are the best requirement for a major (Eidelman et al., 2009) to judgments about the justness of social 
hierarchies (Kay et al., 2009; see also Jost & Banaji, 1994; Jost et al., 2004). Even young children make these inferences, often even 
more reliably than adults do (Foster-Hanson et al., 2021; Roberts et al., 2017; Tworek & Cimpian, 2016). 

Yet people do not uniformly expect that what is frequent is good. Both children and adults think that category members should 
display frequent features that are central to category membership (e.g., judging that dogs should bark, and that there is probably 
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something wrong with one that does not), but they do not hold these same expectations for frequent features that are more peripheral 
(e.g., wearing collars; Haward et al., 2018; Prasada & Dillingham, 2006; 2009). Tworek and Cimpian (2016) propose that people’s 
explanations about frequent features – rather than frequency per se – license these normative judgments. They suggest that people are 
inclined to explain frequent features as due to inherent causes, and that people tend to view inherent features normatively. In support 
of this proposal, they found that people who explain a phenomenon (e.g., giving roses on Valentine’s Day) as due to inherent causes (e. 
g., roses’ color or smell) rather than external causes (e.g., the cost of importing roses in February) are more likely to judge that the 
practice is right and good. Relatedly, Haward et al. (2021) argue that explaining features by appeal to category membership (e.g., dogs 
bark because they are dogs) indicates that the category and feature share a “principled connection,” which in turn licenses the judgment 
that a category member without that feature has something wrong with it. Like these proposals, we suggest that people’s explanations 
for frequent features are central to is-ought judgments. But instead of pointing to inherent or category-based explanations, we consider 
the role of people’s causal explanations about why features became frequent to begin with – explanations that are often grounded in 
function. 

1.3. A missing link: Functional explanation 

When reasoning about the natural world, people’s explanations are often characterized by an early-emerging and persistent ten
dency to assume that features are functional (Atran, 1994; Keil, 1994; Kelemen & Rosset, 2009; Kelemen et al., 2013; Medin & Atran, 
1999). This tendency is particularly pronounced in early childhood (Kelemen, 1999; 2004) and in adults with limited formal education 
or impaired cognitive abilities (Atran, 1994; Lombrozo et al., 2007; Sánchez Tapia et al., 2016), suggesting that appeals to feature 
function may be an intuitive way in which humans explain the natural world. People also view functional features as central for 
category judgments about biological categories, and they expect functions to be stable and persistent across time (Lombrozo & Rehder, 
2012). 

That said, functional explanations are also highly selective, and not all functional explanations are appropriate, or equally good. For 
example, while many adults will agree that kangaroos have long tails for balance, most will deny that people have noses to hold up 
their glasses (even though noses serve this function; Liquin & Lombrozo, 2018). Lombrozo and Carey (2006) argue that functional 
explanations are a kind of causal explanation that is only licensed when two conditions obtain: (i) The function played a causal role in 
bringing about the feature being explained, and (ii) the process by which the function played a causal role must be generalizable within 
a predictable pattern. While these conditions are rarely observed to hold directly, they can be inferred based on more accessible 
properties such as structure–function fit (e.g., how well a given feature supports a candidate function, Liquin & Lombrozo, 2018), as 
well as intuitive theories of the natural world. In a domain like biology, assuming that a feature resulted from natural selection offers 
the conditions to meet these requirements (see also Wright, 1976). Moreover, common misconceptions about natural selection (e.g., 
that it is directed towards a goal, Coley & Tanner, 2015; Gregory & Ellis, 2009; Kelemen & Rosset, 2009; Kelemen et al., 2013; 
Lombrozo et al., 2006; Mayr, 1982; Shtulman, 2006, 2017; Ware & Gelman, 2014) might make functional explanations of biological 
traits even more pervasive, and give rise to the assumption that future change will lead to greater functional optimization. 

If our account is correct, then the missing premise from “is” to “ought” comes from the intuitive theories and causal commitments 
that lead people to posit functional explanations in response to salient patterns in the biological world (see Fig. 1). That is, people’s 
beliefs that biological patterns reflect the outcome of a historical process directed towards what is functionally valuable or good then 
rationally support the explanatory belief that the pattern exists because it is functionally valuable or good. And because people encode 
these beliefs in their representations of what is typical, or normal, for a category, they offer a normative standard for evaluation of 
individual category members, as well as a basis for predicting category change. For example, if people think that a particular pattern is 
common (e.g., a zebra’s stripes), then they may be inclined to assume that it serves a natural function, based on their beliefs about the 
underlying causal processes that drive changes in nature (e.g., camouflage from predators). These functional explanations would in 
turn generate evaluations about what is right and good, as described by the naturalistic fallacy (e.g., judging that zebras should have 
stripes). 

Consistent with this proposal, recent work has found that people sometimes think of humans or entire organisms as having a 
particular function (e.g., to reproduce) and judge individuals who do not fulfill these functions (e.g., who choose not to reproduce) as 
immoral (Lewry et al., 2021). However, research to date has not investigated the more general hypothesis that functional explanations 
shape representations of biological kinds, with implications for typicality, normative judgments, and expectations about the future, as 
depicted in Fig. 1. 

1.4. The current studies 

In the current studies, we test our causal model in two parts. First, we test the prediction that manipulating frequency affects 
people’s judgments of both typicality and normativity (i.e., is-to-ought judgments), and that it does so in large part because frequent 
features encourage people to posit functional explanations for those features. In Study 1, we show that manipulating frequency affects 
functional explanations, typicality, and normative judgments as we would expect (though ceiling effects and poor explanations limit 
the potential to test all predicted effects). In Study 2, we address these concerns, and moreover show that we can control the effect of 
frequency on category judgments by manipulating the causal process that gives rise to frequent features. According to our model, 
functional explanations are only licensed when they are causal: it must be the case that the functional feature resulted from a 
consequence-driven process through which a feature’s function caused it to exist or become frequent. When features do not support 
these causal assumptions, people should therefore be less inclined to offer functional explanations. We find evidence in support of this 
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prediction in Study 2. 
Studies 1 and 2 manipulate functional explanations indirectly (by manipulating frequency and context), and thus the relation 

between feature function and people’s category judgments is correlational. In our final two studies, we show causal effects of function 
directly through an experimental manipulation of functional explanations. In Study 3, we show that manipulating functional expla
nations affects people’s predictions about feature frequency, as well as their typicality and normative judgments, as our model would 
predict. In Study 4, as in Study 2, we show that these effects are moderated by the causal history of functional features. We also test 
whether functional explanations are particularly important for people’s judgments about how categories are likely to change in the 
future. We find preliminary support for this prediction in Study 2, and stronger support for this prediction in Study 4. 

2. Study 1 

Study 1 had three central aims. Our first aim was to test the hypothesis that salient patterns in the natural world (in this case, 
uneven distributions of features) call out for explanation, and do so in such a way that the most frequent features of biological or
ganisms are (often) explained by appeal to a function. Our second aim was to test the hypothesis that frequent features are more likely 
to be regarded as highly typical (consistent with prior work), but also more likely to support normative claims about how an organism 
ought or ought not to be (going beyond prior work). Finally, our third aim was to test the hypothesis that functional explanations 
predict judgments of typicality and normative claims, consistent with the hypothesis that frequency influences typicality and 
normative claims in part because it prompts functional explanation. 

To test these hypotheses, we presented participants with novel biological organisms that varied with respect to feature prevalence. 
We then elicited explanations, typicality judgments, and normative evaluations. Study 1′s design and analyses were preregistered on 
OSF, https://osf.io/j374z. 

2.1. Methods and materials 

2.1.1. Participants 
As specified in our preregistration plans, our desired sample size across all four studies was 24 participants per condition, based on 

previous work using these materials (Foster-Hanson & Rhodes, 2019a). In Study 1, our desired sample was therefore 96 participants, so 
we recruited 106 participants to allow for possible drops. Participants were recruited using Prolific and tested using Qualtrics; they 
received $1.50 for participating. Although we indicated on Prolific that eligible participants should be located in the United States, 9 
participants who completed the study had an IP address that identified them as being outside of the United States and were therefore 
excluded. All remaining participants correctly answered at least 8 out of 11 attention and manipulation check questions throughout the 
study, so we retained the full eligible sample of 97 participants for analysis, per our preregistration (56 female, 40 male, 1 non-binary; 
Mage = 35). Study procedures for all studies were approved by the Institutional Review Board of the authors’ university. 

2.1.2. Procedure 
Participants in all four studies first completed a short typicality training to ensure they understood the typicality task that they 

would later perform. This training was based on that used in previous work (Foster-Hanson & Rhodes, 2019a; Kim & Murphy, 2011; 
Rosch & Mervis, 1975). After the training, participants learned about four novel animals, each presented visually with five category 
members that varied along a single feature dimension, such as number of spots (Foster-Hanson & Rhodes, 2019a; see Fig. 2). On each 
trial, participants learned that the most common feature value was either on the far left of the scale (skewed-left, two trials) or the far 
right of the scale (skewed-right, two trials; counterbalanced within and between participants using a Latin square design). After each 
animal was introduced, participants answered explanation and typicality questions about that animal, detailed below, before moving 
on to the next animal. 

To test the prediction that people are inclined to explain high-frequency features by appealing to their function, we asked par
ticipants to provide an explanation for why the animal’s features were distributed as they were, which we coded for references to 
feature function. To assess typicality, we asked which category member participants viewed as most representative (i.e., “Which X is 
the most typical X?”) and informative (i.e., “Which X would you look at to learn the most about Xs?”). Question order was counter
balanced between-participants, with each participant completing either typicality questions first or explanation questions first. 

After answering the explanation and typicality questions for all four animals, participants evaluated normative claims and 
answered forced-choice function questions. For the normative judgments, participants rated their agreement with normative ought 
claims about how each animal ought to be on a 7-point Likert scale (1 = completely disagree, 7 = completely agree). These claims 
described both frequent features (e.g., “Virdexes ought to have very many spots”) and infrequent features (e.g., “Virdexes ought to 
have very few spots”), presented in counterbalanced order within-participants.1 Participants also answered a forced-choice function 
question, reporting whether they: (a) had thought that more frequent features were better for each animal, (b) had thought that less 
frequent features were better (presented in random order), or (c) did not think at all about which features were better. These normative 
judgments and forced-choice function questions were included after the four animal trials to ensure that if participants showed a 
tendency towards functional reasoning or an influence of normative beliefs in their explanations and typicality judgments, it was not 

1 For normative questions about the last animal trial only, half of participants saw a picture showing the opposite distribution than the one they 
had been assigned to by mistake; these responses were excluded from analysis. 
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because the study itself made these dimensions salient. Study materials and procedures can be found on OSF, https://osf.io/863rc/. 
At the end of the study, we also administered a battery to assess understanding of natural selection, as well as a measure of 

acceptance of natural selection, using a set of questions from Weisberg et al., (2021; 8 questions), and Gaia beliefs (measured as 
agreement with the statement “nature is a powerful being”). Most participants (55%) reported having naturalistic beliefs about the 
origins of the natural world (believing that animals and plants developed entirely through natural processes); 13% reported having 
creationist beliefs (animals and plants were created by God in more or less their current form), 12% reported theist beliefs (animals and 
plants developed through natural processes, which were guided by God the entire time), and 20% reported deist beliefs (animals and 
plants developed through natural processes, which were set up by God but continued on their own). Participants’ responses on our 
variables of interest did not vary depending on their beliefs about nature or understanding of evolution (all ps greater than .05), 
therefore we do not consider these questions further. Data and analysis code for all four studies are available on OSF, https://osf.io/ 
863rc/. 

Fig. 2. Method, Study 1. On each animal trial, participants learned about a novel animal kind from five category members varying along a single 
feature dimension. They learned that some feature values were more frequent than others. Then they gave an explanation for the feature frequency 
and answered questions about typicality, in counterbalanced order (between participants). On typicality measures, participants responded by 
clicking on the image corresponding to their choice. The entire procedure then repeated for the remaining three animal kinds. After completing all 
four animal trials, participants evaluated normative claims and answered forced-choice function questions. 
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2.2. Results 

2.2.1. Do people explain frequency by appealing to feature function? 
We coded participants’ open-ended explanations about why certain features were frequent for whether they referenced function 

(coded as 1) or not (coded as 0). Two independent raters coded each explanation (initial agreement 97%; Cohen’s Kappa = 0.94; 
disagreements resolved through discussion). Roughly half of participants (45%) explicitly described feature function in their expla
nations (e.g., “better camouflage”), and only 1 of these explanations described functions unrelated to frequent features, compared to 
171 that described frequent features as functional. This difference was highly significant (X2 (1) = 39.15, p < .001). These findings 
support the hypothesis that uneven distributions of features are often explained by appeal to the function of prevalent features. 

Participants’ responses to forced-choice function questions (which asked them at the end of the task to report whether they thought 
features were functional) mirrored these results. Responses varied by distribution (X2 (1) = 18.31, p < .001), with participants most 
often reporting that they thought frequent features were better for the animal. For exploratory purposes, we re-coded responses to 
forced-choice questions for whether the most common feature was better for the animal (1 = thought common feature was better, 0 =
all other responses). In these analyses, participants reported thinking that the most frequent features were better for the animals at 
above chance levels (61% of trials, comparison to chance, p = .04). Participants’ forced-choice responses were also positively 
correlated with their coded open-ended explanations (r(386) = 0.52, p < .001). Again, this suggests that many participants were 
spontaneously inclined to explain unequal distributions of features by assuming that common features were functional. 

2.2.2. Do feature frequency and functional explanations shape typicality? 
We analyzed participants’ typicality and sample selection responses using ordinal logistic regression mixed models (CLMMs; 

Christensen, 2019), with distribution condition as a predictor. We included random intercepts for order, participants, and trials, and 
we report the results of Likelihood Ratio Tests. Participants viewed category members with the most frequent features as most typical 
(X2 (1) = 444.14, p < .001) and informative of their kinds (X2 (1) = 392.52, p < .001). Individual participants’ typicality and sample 
selection responses were highly correlated (r(386) = 0.93, p < .001). As described in our preregistration plan, we re-analyzed par
ticipants’ typicality and sample selection responses including references to function as a predictor variable and testing for main and 
interactive effects.2 Participants who referred to the function of the more prevalent feature to explain the feature distribution also 
picked more extreme category members as typical (X2 (1) = 6.89, p = .009) and informative of their kinds (X2 (1) = 6.43, p = .01; 
Fig. 3). Patterns were similar when including forced-choice function attributions as a predictor of typicality responses (X2 (1) = 4.79, p 
= .03), although this effect was not significant for judgments of informativeness (X2 (1) = 2.20, p = .14). 

2.2.3. Do feature frequency and functional explanation shape normative evaluations? 
We analyzed agreement with normative claims using linear mixed models (LMMs; Kuznetsova et al., 2017), with distribution 

condition and claim type (claims about frequent features or infrequent features) as predictors, testing for main and interactive effects. 
We included random intercepts for order, participants, and trials, and we report the results of Likelihood Ratio Tests. Participants 
generally agreed with claims that animals ought to have frequent features and disagreed with claims that animals ought to have 
infrequent features (main effect of claim type, X2 (1) = 1666.83, p < .001; Fig. 3). Thus, people think that category members ought to 
display common features. When we repeated the analysis for normative judgments including the provision of a functional explanation 
as an additional predictor, we did not find interactive effects of spontaneous functional explanations (X2 (1) = 0.11, p = .74) or 
forced-choice function attributions (X2 (1) = 2.92, p = .09). However, exploratory analyses including participants’ typicality responses 
as a predictor revealed that participants who held more extreme representations of what was typical for the animals agreed more 
strongly with normative claims that they ought to have frequent features (three-way distribution × typicality × claim type interaction, 
X2 (1) = 4.31, p = .04). 

2.3. Discussion 

When asked to explain why the prevalence of a set of features varied across a biological population, roughly half of participants 
explicitly assumed that common features serve an important function for the organism. Participants also judged that category members 
with more frequent features were more typical, and they indicated that category members ought to have frequent features (and ought 
not to have infrequent ones). These findings confirm our first two predictions: People often explain frequency by assuming that 
common features are functional, and they use frequency to predict both what members of biological categories typically are like and 
what they should be like. Our third prediction concerned the role of functional explanation in shaping typicality and normative 
judgments. For this prediction, our evidence was mixed. On the one hand, participants who referred to feature function to explain 
frequency chose more extreme category members as typical and informative of their kinds than those who did not mention feature 
function. On the other hand, although participants overwhelmingly agreed with normative claims that matched frequency and dis
agreed with opposite claims, we did not find an effect of functional explanations on these judgments. We did, however, find an effect of 

2 In exploratory analyses of the effect of question order, participants’ sample selection (but not typicality) responses were also more extreme when 
they answered typicality and sample selections before being asked to explain the distribution of features (two-way question order x distribution 
interaction: X2 (1) = 5.53, p =.02). 
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typicality on normative judgments in exploratory analyses, suggesting that both explaining feature frequency in terms of functions, 
and encoding these explanations in representations of what is typical or “normal” for the category, may work together to license 
judgments of what individual category members ought to be like. 

The data in Study 1 could have been inconclusive with respect to our third hypothesis for two reasons. First, some participants’ 
responses were ambiguous or too short to code for explicit references to function (e.g., many participants simply wrote “evolution” or 
“genes”). Given these ambiguous responses, it is possible that a greater proportion of participants in fact assumed that frequent features 
were functional than we were able to detect. Second, because participants showed such enormous effects of feature frequency, we were 
limited in our ability to detect more subtle influences at the extremes of the scale. Finally, more robust support for the hypothesis that 
frequency influences typicality and normative claims in part because it prompts functional explanation would come from evidence of 
mediation. Unfortunately, this was not possible given Study 1’s design because we did not manipulate whether participants observed a 
more frequent feature (all participants did), nor did we manipulate the link between frequency and functional explanation. Study 2 
addressed these limitations. 

3. Study 2 

In Study 2, we had two main goals. Our first goal was to provide a stronger test of our central hypothesis by addressing the 
shortcomings in Study 1′s design, including participants’ short explanations and potential ceiling/floor effects. In addition, our hy
pothesis is that frequency shapes category beliefs via people’s functional explanations, but testing for mediation would require an 
experimental manipulation of the conditions that prompt functional explanations. To accomplish this, we introduced a “context” 
manipulation. In the natural context, which mimicked the conditions from Study 1, participants were free to assume that more 
frequent features resulted from natural processes, and so we would expect their reasoning to reflect their beliefs about evolution and 
natural selection, particularly the expectation that evolution means getting better over time (Coley & Tanner, 2015; Gregory & Ellis, 
2009; Kelemen & Rosset, 2009; Kelemen et al., 2013; Lombrozo et al., 2006; Mayr, 1982; Shtulman, 2006, 2017; Ware & Gelman, 
2014). In the accidental context, we blocked these inferences from frequency by stipulating that the current distribution was the result 
of temporary accidental factors rather than stable natural processes. By varying whether frequency licensed a functional explanation, 

Fig. 3. Participants’ responses in Study 1, collapsed across trials. The top and center panels show typicality and sample selection responses, by 
whether participants referred to feature function to explain the distribution. Responses on these measures are reverse-coded for the skewed-left 
distribution trials so that the most frequent category member is to the right for all trials. The bottom panel shows participants’ agreement with 
normative claims that category members ought to display frequent or infrequent features. For all panels, large shapes show group means with 95% 
Confidence Intervals, and small circles are individual participant averages. 
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we could test whether the effect of frequency on typicality and normative judgments is mediated by people’s functional explanations. 
Our second goal in Study 2 was to more accurately describe the character of people’s is-to-ought reasoning about biological kinds 

by measuring agreement with a broader set of normative claims. The literature on normativity is somewhat mixed: Although 
normative judgments have often been investigated relative to social agents with the free will to disobey norms (Darwall, 2013; 
Strawson, 1962) and as part of humans’ unique ability to collaborate and coordinate social action (Tomasello, 2020), people some
times apply normative judgments to a much broader range of categories than this account would predict (). How do the normative 
judgments that people apply to social agents with free will differ from the judgments they apply to (non-human) biological kinds? In 
the current work, we attempt to clarify this debate by taking cues from the philosophical literature and differentiating between 
different types of normative judgments. In Study 1, participants agreed that animals ought to display frequent features, but ought 
statements are ambiguous regarding several different kinds of claims (von Fintel & Iatridou, 2008; Sloman, 1970). For example, the 
statement “Sam ought to be in her office” can refer to teleological or instrumental norms, which assign value to actions or features 
relative to specific goals (e.g., Sam ought to be in her office because the action is aligned with her goal of submitting an important grant 
application). Modal ought statements can also refer to deontic norms, which describe obligations and restrictions (e.g., Sam ought to be 
in her office because she has an obligation to her students to be available). Finally, ought statements can simply express epistemic 
norms, describing what is likely given the available information (e.g., Sam ought to be in her office because she is usually there at this 
time of day). 

In Study 2, we dissociate these different interpretations of ought statements by asking participants to rate their agreement not only 
with claims about which features animals ought to have, but also with claims about teleological and deontic norms. If participants in 
Study 1 agreed with normative claims because they interpreted them as teleological, then we expect participants in Study 2 to show 
similar patterns of agreement for ought statements and for statements about teleological norms (e.g., asking which features it would be 
best for an animal to have). Functional reasoning establishes a normative standard against which category members can be judged as 
better or worse relative to specific functional goals. Thus, if functional explanations are a key mechanism through which information 
about frequency licenses normative judgments, then participants who appeal to function should agree with claims about teleological 
norms more strongly than participants who do not view common features as functional. 

In contrast, if participants in Study 1 interpreted the ought statements as describing deontic obligations, then participants in Study 2 
should agree with statements about deontic norms (e.g., asking whether animals with uncommon features have done something 
wrong) similarly to ought claims. Deontic judgments are closely linked to beliefs about agency and punishment, and logically should 
not apply to animals in the current studies who would have no control over their physical features (but see Goodwin & Benforado, 
2015; Tabb et al., 2019). For these reasons, we expected agreement with these claims to be low overall. However, including these 
measures also allowed us to test whether deontic normative judgments might be sensitive to effects of context. If so, then this would 
suggest that different types of normative judgments are not as cleanly differentiated as one might expect (see Phillips et al., 2019., for 
relevant discussion of modal reasoning). We revisit this possibility in the General Discussion. 

Finally, if participants merely interpreted the normative claims in Study 1 as epistemic (i.e., that animals would be predicted to 
have common features based on the available information), then participants in Study 2 should agree only with claims regarding which 
features animals “ought” to have, as in Study 1, but not with claims about teleological or deontic norms. This interpretation of the 
ought claims in Study 1 would be akin to a manipulation check—we told participants that certain features were more common, and 
they agreed that category members would therefore be most likely to display those common features. 

As a final normative benchmark, we also asked participants to rate their agreement with judgments of nonconformity (i.e., whether 
there is something wrong with animals that do not have common features) to test which type of judgments align most closely with this 
measure of normativity that has been used in previous work (e.g., Haward et al., 2018; 2021; Prasada & Dillingham, 2006; 2009). 
Study 2′s design and analyses were preregistered on OSF, https://osf.io/jz6qh. 

3.1. Methods and materials 

3.1.1. Participants 
Our desired sample size was again 24 participants per condition based on previous work using these materials, so we recruited 212 

adults to allow for possible drops. Of these, 11 were excluded for having an IP address that identified them as being outside of the 
United States, and we excluded 4 additional participants for incorrectly answering more than 3 out of 14 attention and manipulation 
check questions throughout the study, per our pre-registration plan. This left 197 participants (111 female, 79 male, 6 non-binary; 1 
who preferred to self-identify; Mage = 36). Participants were recruited using Prolific and tested using Qualtrics; they were paid $1.90. 

3.1.2. Procedure 
In this study, participants again learned about four novel animals and learned that some features were more common than others, 

as in Study 1. However, we varied the causal context that gave rise to the current distribution: Half of participants learned that all four 
animals lived in their natural habitat undisturbed by humans (natural context), while the other half learned that all four animals had 
been bred in captivity and that their current distribution was the result of temporary, accidental factors (accidental context; Fig. 4). We 
expected that participants who learned that the current distribution was the result of temporary circumstances would be less likely to 
reason that frequent features were functional, so information about frequency would therefore be less central to their category 
judgments. 

We also suspected that functional reasoning might become particularly important when reasoning about how animals might 
change in the future. People expect functional features to be stable and persistent across time (Lombrozo & Rehder, 2012), and they 
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view stable causes as better explanations (Vasilyeva et al., 2018). However, people also tend to misunderstand evolution as goal- 
directed change in individuals, and to think of evolution as improvement over time (Coley & Tanner, 2015; Gregory & Ellis, 2009; 
Kelemen & Rosset, 2009; Kelemen et al., 2013; Lombrozo et al., 2006; Mayr, 1982; Shtulman, 2006, 2017; Ware & Gelman, 2014). For 
these reasons, we also sought to test whether functional information might be more influential when reasoning about the future than 
when reasoning about the present. To do so, we varied the time-period that participants were reasoning about within-participants: For 
the first two trials, all participants answered questions about the animals as they currently are, and for the third and fourth trials they 
made judgments about the animals 100 generations in the future (participants in the accidental context condition were told that the 
animals bred in captivity had been reintroduced into their natural habitat for these trials). 

Distribution condition was within-participants, using a Latin square design: On each of four animal trials, participants learned that 
the most common feature value was either on the left of the scale (skewed-left, two animal trials) or the right of the scale (skewed-right, 
two animal trials; modified so that all participants saw one of each distribution in each time-period block). However, given the 
possibility of ceiling effects in Study 1, in Study 2 we showed participants the two next-most skewed distributions (i.e., with category 
members 2 or 4 on the scale as the most common, rather than 1 or 5 as in Study 1; see Fig. 4). This also allowed us to test whether 
participants might expect that the animal categories would become more skewed in the future than the present. 

On each trial, after learning about the distribution of the animal’s features, as well as the historical context that gave rise to that 
distribution, we asked participants whether they thought there was a reason for the current distribution of each animal’s features or if 
it was simply random. We included this question to avoid inviting participants to reason about feature function if they would not 
otherwise have done so. We then asked participants to provide an open-ended explanation. Because many explanations provided by 
participants in Study 1 were ambiguous or too short to code for references to function, in Study 2 we requested that participants be as 
specific as possible and write at least one full sentence (40 characters). For participants who answered that there was a reason for the 
distribution, we coded explanations for what that reason was as in Study 1 (1 = referred to frequent feature function, 0 = did not refer 
to frequent feature function). One independent rater coded each explanation, and a second rater coded a randomly selected 20% of 
explanations for reliability (initial agreement 99%; Cohen’s Kappa = 0.98; disagreements resolved through discussion). For partici
pants who answered that it was simply random, we asked why they thought it was random so that the procedure was similar for all 
participants. 

As in Study 1, we then asked which category member participants viewed as most representative of its kind (i.e., “Which X is the 
most typical X?”) and most informative (i.e., “Which X would you look at to learn the most about Xs?”). We also measured how 
participants thought the feature in question varied across category members (or would vary 100 generations in the future), by asking 
participants to choose one distribution of features (of five possible, presented in random left–right or right-left order) that they thought 
described each animal category. Each distribution showed one of the five category members on the scale as most frequent (see Fig. 9). 
Participants completed a short training task at the start of the study to ensure they understood the predicted distributions task. We had 
initially intended to counterbalance question order (distribution questions first, or typicality and sample selection first) as a between- 
participants factor, but due to experimenter error all participants were assigned to answer typicality and sample selection questions 
first, followed by distribution questions. Note that in Study 1 this order of questions led to (slightly) less skewed responses on all three 
measures. 

After concluding the four animal trials, participants answered questions probing their normative judgments about the animals, as in 
Study 1. However, in addition to indicating their agreement with overall normative claims that the animals ought to have frequent and 

Fig. 4. Context manipulation, Study 2. Participants were randomly assigned to learn either that all four animals lived in their natural habitat 
undisturbed by humans (natural context), or that the current distribution of all four animals was the result of temporary, accidental factors 
(accidental context). 
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infrequent features (e.g. “Xs ought to have [feature]”), we also included three additional statement pairs to examine the nature of these 
normative judgments. These included claims about teleological norms (e.g., “It would be best for an X to have [feature]”), negative 
judgments of nonconformity (e.g., “If an X doesn’t have [feature], there’s probably something wrong with it”), and deontic norms (e.g., 
“If an X doesn’t have [feature], then it’s done something wrong”). 

3.2. Results 

3.2.1. Do functional explanations vary by frequency and context? 
Most participants (90%) who learned that the animals lived in their natural habitat said that there was a reason for the current 

distribution of each animal’s features, compared to fewer than half (48%) of those who learned that the current distribution was due to 
accidental factors (main effect of context: X2 (1) = 53.17, p < .001). These responses also interacted with time (context × time 
interaction: X2 (1) = 6.31, p = .01), with participants in the natural context condition saying that there was a reason more often in the 
future (M = 0.92, 95% CI [0.83, 0.96]) than in the present (M = 0.87, 95% CI [0.76, 0.94]), but the reverse pattern for those in the 
accidental context condition (future: M = 0.41, 95% CI [0.25, 0.60]; present: M = 0.54, 95% CI [0.36, 0.72]). 

When we analyzed participants’ coded open-ended explanations for what that reason was, those in the natural context condition 
were significantly more likely than those in the accidental context to describe the function of common features (e.g., “I think that it’s 
useful for camouflage”; main effect of context: X2 (1) = 31.48, p < .001; Fig. 5). In contrast, participants in the accidental condition 
often simply restated the accidental cause that had led to the current distribution as the reason (e.g., “The egg incubator broke causing 
some eggs to be lost”). These references to function were also more common overall for the future than for the present (main effect of 
time: X2 (1) = 4.07, p = .04). There were no other main nor interactive effects on this measure. 

3.2.2. Do frequency and context shape typicality? 
Typicality judgments varied by context: Participants in the natural context condition generally chose the most frequent category 

member as typical (i.e., 2 for the skewed left distribution, M = 2.03, 95% CI [1.94, 2.12]; 4 for the skewed right distribution, M = 3.97, 
95% CI [3.89, 4.06]) but participants in the accidental condition chose category members closer to the middle of the scale as most 
typical (i.e., 3; skewed left: M = 2.28, 95% CI [2.17, 2.39]; skewed right: M = 3.73, 95% CI [3.62, 3.83]; two-way context × dis
tribution interaction, X2 (1) = 34.59, p < .001; subsumed main effect of distribution, X2 (1) = 645.50, p < .001). Choices of which 
category members were most informative showed the same pattern as typicality judgments (context × distribution interaction: X2 (1) 
= 26.93, p < .001; subsumed main effect of distribution: X2 (1) = 534.37, p < .001). Participants in the natural context condition again 
generally chose to learn from the most frequent category member (skewed left: M = 2.09, 95% CI [1.99, 2.18]; skewed right: M = 3.94, 
95% CI [3.85, 4.03]) whereas participants in the accidental condition chose to learn from category members closer to the middle of the 
scale (skewed left: M = 2.35, 95% CI [2.24, 2.47]; skewed right: M = 3.72, 95% CI [3.61, 3.83]). There were no main nor interactive 

Fig. 5. Study 2: References to function in open-ended responses for participants who indicated that there is a reason for current distribution of 
features (90% of those in the Natural Context, and 48% of those in the Accidental Context). Responses are indicated by time period (current and 
future, within participants), collapsed across trials. Panels show the two context conditions (accidental and natural, between participants). Large 
shapes show group means with 95% Confidence Intervals, small circles are individual participant averages. 
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effects of time on either measure. 
Distribution responses showed a three-way context × time × distribution interaction (X2 (1) = 5.27, p = .02; subsumed context ×

distribution interaction, X2 (1) = 16.57, p < .001; subsumed main effect of distribution: X2 (1) = 629.43, p < .001). Participants chose 
similar feature distributions in the present across contexts (pairwise contrast, skewed left: p = .93; skewed right: p = .90), but they 
expected future distributions to become more skewed in the natural context, and more normal in the accidental context (pairwise 
contrast, skewed left: p = .02; skewed right: p = .007). 

Individual participants’ responses were highly correlated across typicality, sample selection, and distribution measures (all ps <
.001). 

3.2.3. Do frequency and context shape typicality via functional explanation? 
As part of our preregistered analyses, we re-analyzed participants’ responses including whether or not they generated a functional 

explanation as a predictor variable and testing for main and interactive effects. In these analyses, participants who referenced feature 
function to explain the current distribution of an animal’s features chose more skewed category members as typical (two-way 
interaction between function reference and distribution: X2 (1) = 11.43, p < .001; Fig. 6; two-way context × distribution interaction: 
X2 (1) = 17.78, p < .001). Sample selection responses again showed the same pattern as typicality, with participants who referenced 
feature function to explain the current distribution of an animal’s features choosing to learn from more skewed category members than 
those who did not reference function (two-way function reference × distribution interaction: X2 (1) = 10.42, p = .001; two-way 
context × distribution interaction: X2 (1) = 12.82, p < .001; Fig. 6). There were no main nor interactive effects of time on either 
measure. Distribution responses also showed this pattern (two-way function reference × distribution interaction (X2 (1) = 4.21, p =
.04; Fig. 6), as well as a three-way context × time × distribution interaction (X2 (1) = 4.92, p = .03). 

When analyzing the probability of predicting a change in the animal’s distribution of features, with references to function included 
as a predictor, the effect of time interacted with context and function references (three-way interaction: X2 (1) = 13.02, p < .001), but 
the direction of predicted change varied only by context and references to function (X2 (1) = 16.19, p < .001). Most participants in the 
natural context condition who predicted change thought the distribution would become more skewed, but few who did not refer to 
function made this prediction. In contrast, most participants in the accidental context condition thought that the distribution would 

Fig. 6. Study 2: Participants’ typicality, sample selection, and distribution responses, collapsed across trials, by whether or not participants referred 
to feature function to explain the distribution. Responses for the skewed left distribution trials are reverse coded so that the most frequent category 
member is in the same location on the y-axis (i.e., 4) for all trials. Left-right panels show the two context conditions (natural and accidental, between 
participants). Large shapes show group means with 95% Confidence Intervals, small circles are individual participant averages. Participants 
indicated their responses to typicality and sample selection measures by clicking on one animal in each 5-item scale; for distribution responses they 
clicked on one of five pictures showing different feature distributions. Note that 78% of explanations referenced function among participants in the 
natural context, compared to 11% of explanations among participants in the accidental context. 
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become more normal if it changed. 
To test the relation between historical context, functional explanations, and typicality, we also ran a mediation analysis using the 

lavaan package in R (Roseel, 2012). For this analysis (not pre-registered), we re-coded the responses for the skewed left distribution so 
that higher numbers reflected choosing more frequent features for all trials. We then computed a composite score by averaging 
participants’ typicality responses across the four animal trials. Because there were no main nor interactive effects of time in our 
primary analyses, this analysis collapsed across time periods. The effect of context on typicality judgments was incompletely mediated 
via functional explanation. As Fig. 7 illustrates, being in the natural context condition was associated with more references to feature 
function in open-ended explanations (a = 0.36; S.E. = 0.05; p < .001) and referring to function was associated with choosing more 
skewed category members as typical (b = 0.22; S.E. = 0.07; p = .002); context was associated with typicality indirectly through 
participants’ own explicit function references (ab = 0.08; S.E. = 0.03; p = .006). Importantly, the bias-corrected bootstrapped con
fidence interval with 10,000 samples was above zero (95% CI [0.03, 0.15]). 

We repeated this same procedure for mediation analysis of sample selection responses and found the same pattern. Being in the 
natural context condition was associated with more functional explanations (a = 0.36; S.E. = 0.05; p < .001) and referring to feature 
function was associated with choosing more skewed category members to learn from (b = 0.31; S.E. = 0.10; p = .001); context was 
associated with sample selection indirectly through function references (ab = 0.11; S.E. = 0.04; p = .004). The bias-corrected boot
strapped confidence interval with 10,000 samples was again above zero (95% CI [0.05, 0.20]). 

3.2.4. Do frequency and context shape normative judgments? 
We analyzed participants’ responses to all normative claims using linear mixed models (LMMs), with context, time, and claim type 

included as predictors and including random intercepts for participants and trials; we report the results of Likelihood Ratio Tests.3 

Responses to all normative claims varied by context and judgment, with participants who learned that the animals lived in their natural 
habitat consistently agreeing with claims that matched frequency—and disagreeing with those that did not match—more strongly than 
participants who learned that the current distribution was accidental. The context × judgment interaction was significant on all four 
measures: (a) overall normative ought claims, X2 (1) = 113.66, p < .001; (b) teleological norms, X2 (1) = 99.82, p < .001; (c) negative 
judgments of nonconformity, X2 (1) = 35.68, p < .001; and (d) deontic norms, X2 (1) = 4.07, p = .04 (although agreement with these 
claims was low overall; see Fig. 8). There were no other significant main nor interactive effects. Individual participants’ agreement 
with all four types of normative claims were highly correlated (all ps < .001), however agreement with overall “ought” claims was 
much more similar to agreement with teleological claims (Mdiff = 0.83) than with negative judgments of nonconformity (Mdiff = 1.56) 
or deontic claims (Mdiff = 1.78; main effect of claim type, X2 (2) = 259.96, p < .001), confirming that participants in Study 1 likely 
agreed with ought claims because they interpreted them as describing teleological norms. 

3.2.5. Does context shape normative judgments via functional explanation? 
As part of our preregistered analyses, we re-analyzed participants’ agreement with normative claims while including their func

tional explanations as a predictor variable and testing for main and interactive effects. These analyses revealed significant interactive 
effects of function reference on all four measures. For (a) overall normative claims, there was a significant two-way function reference 
by judgment interaction (X2 (1) = 65.13, p < .001), as well as a significant two-way context by judgment interaction (X2 (1) = 49.86, p 
< .001). Agreement with (b) instrumental/teleological norms showed the same pattern (two-way function reference × judgment 
interaction, X2 (1) = 135.89, p < .001, two-way context × judgment interaction, X2 (1) = 28.85, p < .001), as well as a significant 
three-way time × function reference × judgment interaction, X2 (1) = 5.45, p = .02). On both measures, participants who referred to 

Fig. 7. Mediation analysis of participants’ typicality and normative judgment responses in Study 2. The effect of context on typicality and normative 
judgments was incompletely mediated by whether or not participants generated a functional explanation. 

3 Our preregistration plan described including distribution as a predictor variable as well; these analyses revealed a variety of interactive effects of 
distribution reflecting an overall pattern of more extreme responses in skewed right trials than skewed left trials. However, these effects of dis
tribution were orthogonal to our primary hypotheses, and the main patterns of interest were unchanged when distribution was omitted, so for 
simplicity we report here the results of analyses without distribution included in the models. For a description of the full results as described in our 
preregistration plan, please see the Supplementary Information on OSF: https://osf.io/863rc/?view_only=28c0c80dfd774c79acd9193043846d38. 
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function in their explanations agreed with claims that matched frequency, and disagreed with opposite claims, more strongly than 
participants who did not refer to function or who thought there was no reason for the distribution. There was a significant four-way 
context × time × judgment × function reference interaction for both (c) negative judgments of nonconformity (X2 (2) = 6.07, p = .002) 
and (d) deontic norms (X2 (2) = 4.57, p = .01), as well as several subsumed main and interactive effects. 

To test the relation between historical context, functional explanations, and normative ought judgments, we ran another mediation 
analysis using the lavaan package (Roseel, 2012). For this analysis (not pre-registered), we included only agreement ratings for claims 

Fig. 8. Study 2: Agreement with four normative claims about frequent and infrequent features (1 = completely disagree, 7 = completely agree), 
collapsed across trials. Claims included (a) overall ought normative judgments, e.g., “Xs ought to have [feature],” (b) teleological norms, e.g., “It 
would be best for an X to have [feature],” (c) negative judgments of nonconformity, e.g., “There’s something wrong with an X without [feature],” 
and (d) deontic norms, e.g., “An X without [feature] has done something wrong.” Filled shapes correspond to claims about frequent features, and 
hollow shapes correspond to claims about infrequent features, with each pair of claims connected by a line. Panels show the two context conditions 
(natural and accidental, between participants) and whether participants referred to feature function to explain the distribution (No function = did 
not refer to function or did not think there was a reason for the distribution, Function = thought there was a reason having to do with feature 
function). Large shapes show group means with 95% Confidence Intervals, small lines are individual responses. 
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about frequent features, and we computed a composite score by averaging participants’ agreement across the four animal trials. This 
analysis was collapsed across time periods. The effect of context on agreement with normative claims about frequent features was 
again incompletely mediated via functional explanations. Being in the natural context condition was associated with more functional 
explanations (a = 0.36; S.E. = 0.05; p < .001) and referring to feature function was associated with agreeing more with ought claims 
that matched frequency (b = 0.64; S.E. = 0.25; p = .01); context was associated with agreement indirectly through functional ex
planations (ab = 0.23; S.E. = 0.09; p = .01). The bias-corrected bootstrapped confidence interval with 10,000 samples was above zero 
(95 % CI [0.06, 0.43]). 

3.2.6. Does context shape normative judgments via typicality? 
To test whether functional explanations give rise to normative evaluations via representations of what’s “normal” for a category 

(reflected in typicality judgments), we ran a series of exploratory analyses including participants’ typicality judgments as a predictor 
variable. These analyses revealed significant interactive effects of typicality on three out of four normative claim types; for details see 
the OSI. We also tested whether the effect of context on agreement with normative claims about frequent features was mediated by 
typicality judgments. We did not find evidence for significant mediation (ab = 0.11; S.E. = 0.06; p = .06); however, the bias-corrected 
bootstrapped confidence interval with 10,000 samples was above zero, 95 % CI [0.03, 0.27]. Together these results suggest that 
normality may be one avenue through which functional explanations shape normative judgments, but explanations also shape these 
judgments directly. 

3.3. Discussion 

In Study 2, the role of feature frequency in shaping participants’ category representations depended on participants’ explanations 
for why those features became frequent. Participants often believed that features were common among animals living in their natural 
habitat because they served an important function for the animal’s survival, and these beliefs mediated both category representations 
and normative judgments about how animals ought to be. Thus, Study 2 provided clear support for our central hypothesis—that what 
“is” shapes beliefs about what “ought” to be via people’s explanations about why things are the way they are. However, we found mixed 
results regarding the role of people’s representations of typicality in normative judgments. These results suggest that the path in our 
causal model (Fig. 1) from frequency to explanations to normative judgments via category representations represents one of several 
possible avenues through which descriptive information gives rise to normative judgments. Although we suspect that in everyday 
cognition people may often base their judgments and predictions on their conceptions of what’s normal (which depend on explanations 
about frequency), the current results show that when functions are made salient people may also explicitly call to mind functional 
explanations themselves to justify their judgments and predictions, resulting in a direct link from explanations to normative judg
ments. Given that these analyses were exploratory, future confirmatory research should test the conditions under which functional 
explanations give rise to normative evaluations directly, versus via category representations and beliefs about what is typical. 

We also found clear support for the proposal that functional explanations specifically subserve teleological normative judgments, 
and that participants in Study 1 likely agreed with overall normative ought claims because they interpreted them as describing tele
ological norms. However, although agreement with claims about deontic norms was low overall, these claims also varied by context, 
with participants in the natural context condition agreeing with claims that animals had done something wrong if they did not display 
frequent features, and disagreeing with similar claims about infrequent features, more than those in the accidental context condition. 
This effect is particularly striking given that claims about deontic norms don’t seem applicable to animals who have no control over 
their physical features, perhaps suggesting that different types of normative judgments are not sharply differentiated in people’s 
commonsense intuitions. We address this possibility further in Study 4. 

4. Study 3 

The goal of Study 3 was to test the causal role of functional explanations in shaping people’s expectations about frequency, their 
category representations, and their normative judgments. One limitation of Studies 1 and 2 is that the relationships between functional 
explanations and judgments about typicality and normativity were correlational. In Studies 3 and 4, we provide a stronger test of the 
hypothesis that functional explanations shape category representations and normative judgments by experimentally manipulating 
beliefs about feature function. Specifically, in Study 3 we asked whether information about feature function plays a causal role in 
frequency estimates, typicality judgments, and normative judgments. Including these measures extends previous research showing 
that people expect functional features to be frequent (e.g., Lombrozo & Rehder, 2012) by asking whether people expect that animals 
ought to display functional features, and by testing how these judgments relate to beliefs about typicality and frequency. Study 3′s 
design and analyses were preregistered on OSF, https://osf.io/ft68m. 

4.1. Methods and materials 

4.1.1. Participants 
Of our recruited 106 adults, 4 were excluded for having an IP address that identified them as being outside of the United States, and 

we excluded 5 participants for incorrectly answering more than 2 out of 8 attention and manipulation check questions throughout the 
study, per our preregistration. This left 97 participants (57 female, 39 male, 1 non-binary; Mage = 34), recruited using Prolific and 
tested using Qualtrics. Participants were paid $1.50. 
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4.1.2. Procedure 
As in Studies 1 and 2, participants learned about four novel animals, each presented visually with five exemplars that varied along a 

single feature dimension, such as number of spots. However, participants in Study 3 did not learn anything about the relative fre
quencies of the different features. Rather, on each trial participants learned that an adaptive fitness function (e.g., better camouflage 
from predators) was best met by either the left or the right of the scale (e.g., very few spots or very many spots). They then answered a 
series of questions measuring their beliefs about the category. 

To measure participants’ expectations about the frequency of functional features, participants picked which feature distribution (of 
five possible, presented in random left–right or right-left order) best described the category, as in Study 2. Participants also selected 
which category member they viewed as most representative and informative as in Studies 1 and 2 (Fig. 9). Question order was 
counterbalanced between participants, with half of participants answering questions about frequency first, and the other half 
answering questions about typicality and informativeness first. 

Fig. 9. Method, Study 3. On each animal trial, participants first learned about each animal kind from five category members varying along a single 
feature dimension. They then answered questions about typicality and informativeness, and questions about feature frequency, in counterbalanced 
order (between participants). On each measure, participants responded by clicking on the image corresponding to their choice. The entire procedure 
then repeated for the remaining three animal kinds. After completing all four animal trials, participants evaluated normative claims about all 
four animals. 

E. Foster-Hanson and T. Lombrozo                                                                                                                                                                                



Cognitive Psychology 139 (2022) 101507

17

After completing all four animal trials, we also asked participants how much they agreed with normative claims about how 
members of each category “ought” to be, as in Study 1. Participants rated how much they agreed with claims about both the most 
functionally ideal feature values (e.g. “Xs ought to have [most ideal feature]”) and about the least ideal features (e.g., “Xs ought to have 
[least ideal feature]”), presented in counterbalanced order within participants. 

4.2. Results 

4.2.1. Do functional explanations shape typicality and frequency? 
We analyzed participants’ typicality, sample selection, and predicted distribution responses using ordinal logistic regression mixed 

models (CLMMs), with functional ideal condition (left-ideal, right-ideal) as a predictor, and including random intercepts for order, 
participants, and trials. We report the results of Likelihood Ratio Tests. Participants expected that functionally ideal feature variations 
would be more common (X2 (1) = 357, p < .001), as well as more typical (X2 (1) = 361.90, p < .001) and informative (X2 (1) = 393.85, 
p < .001). The interaction between question order and functional ideal condition was significant on all three measures (distribution: X2 

(1) = 24.48, p < .001; typicality: X2 (1) = 10.03, p = .002; sample selection: X2 (1) = 11.25, p < .001). Participants who answered 
distribution questions first gave more extreme responses overall, but the pattern of responses was very similar across question order 
conditions (Fig. 10). Individual participants’ responses across typicality, sample selection, and distribution measures were highly 
correlated4 (all ps < .001). 

Fig. 10. Study 3: Participants’ responses in Study 3. Typicality, sample selection, and expected distribution responses are shown by the order in 
which participants answered the sets of questions (distribution questions first or typicality and sample selection first, counterbalanced between 
participants). Responses for the left ideal trials are reverse coded so that the most functionally ideal category member is at the right of the scale for 
all trials. Agreement with normative ought claims are shown by whether the claims describe functionally ideal or non-ideal features. Large shapes 
show group means with 95% Confidence Intervals, small circles are individual participant averages. 

4 Our preregistration plans for Studies 3 and 4 described also analyzing participants’ typicality and normative judgments with their predicted 
distribution included as a predictor. For simplicity, we describe these analyses in the Online Supplementary Information on OSF: https://osf.io/ 
863rc/?view_only=28c0c80dfd774c79acd9193043846d38. 
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4.2.2. Do functional explanations shape normative judgments? 
We analyzed participants’ agreement with normative claims about how each animal ought to be using linear mixed models (LMMs), 

including as predictors the functional ideal condition (left-ideal, right-ideal) and judgment type (claims that animals ought to display 
functionally ideal features, claims that animals ought to display non-ideal features), testing for main and interactive effects. We 
included random intercepts for order, participants, and trials, and we report the results of Likelihood Ratio Tests. Participants over
whelmingly agreed with normative claims that animals ought to have functionally ideal features (e.g. “Xs ought to have [functional 
feature]”) and disagreed with opposite claims (e.g., “Xs ought to have [opposite feature]”; main effect of judgment type: X2 (1) =
5301.55, p < .001; Fig. 10). In exploratory analyses with typicality judgments included in the model as a predictor, participants who 
judged more ideal category members as more typical also agreed more strongly with normative claims (three-way functional ideal ×
judgment × typicality interaction, X2 (1) = 19.07, p < .001). Thus, participants thought that animals ought to display functionally ideal 
features, especially when they viewed those features as representative of what the animals are normally like. 

4.3. Discussion 

In Study 3, participants expected functional features to be frequent, and they saw category members that displayed them as more 
typical and informative about their kinds. The fact that responses to all three measures were more skewed when participants answered 
questions about the expected distribution of features first suggests that reasoning about frequency – specifically, why certain features 
are frequent – might be an important aspect of how frequency shapes category structure. Participants also overwhelmingly thought 
that animals ought to display functional features, as in Studies 1 and 2. This result is in line with our model’s prediction that functional 
explanations license normative beliefs by establishing a standard against which category members can be judged. 

Importantly, Study 3 goes beyond Studies 1 and 2 in establishing a causal relationship between functional explanations and 
judgements about what category members are like, and should be like, complementing the correlational results from Studies 1 and 2. 
However, as in Study 1, it is unclear precisely how participants in Study 3 were interpreting normative claims about how animals ought 
to be (i.e., as expressing epistemic norms, teleological norms, or deontic norms). Also, like Study 1, Study 3 did not offer direct evi
dence for the role of folk-biological theories about the causal processes that shape categories over time in moderating effects of 
functional explanation. We addressed these issues in Study 4. 

5. Study 4 

Our findings so far suggest that functional explanations for biological features predict (Studies 1–2) and shape (Study 3) descriptive 
expectations about the features’ importance for the category, as reflected in judgments of typicality and informativeness. Functional 
explanations also predict (Study 2) and shape (Study 3) normative evaluations concerning whether category members ought to have 
those features, most likely by establishing a teleological norm (Study 2). Finally, these effects reflect people’s intuitive theories of 
biological change: high frequency more often prompts functional explanations when the frequency resulted from natural biological 
processes, and in these natural contexts, functional explanations predict expectations of future change (Study 2). 

Study 4 goes beyond these results by testing the following implication. If effects of functional features depend on people’s intuitive 
theories of biological change in “natural” conditions, as reflected in their functional explanations, then it should be possible to break or 
attenuate the link between functional features, typicality, and normative judgments by presenting functional features that do not 
support functional explanations. For example, although holding up glasses and supporting respiration are both functions of the nose, 
only its role in respiration was instrumental in perpetuating noses: We have noses because they help us breathe, not because they hold 
up our glasses. Both normative and descriptive accounts of functional explanation suggest that functional explanations are more 
appropriate when the cited function is “historical” – that is, when it played a causal role in bringing about or perpetuating the feature, 
like respiration for noses – versus “ahistorical” – that is, when it is merely a consequence of some feature or system, like holding up 
glasses (Lombrozo & Carey, 2006; Wright, 1976). Thus, it should be possible to break or attenuate effects of functional features by 
presenting features with ahistorical functions (such as holding up glasses), as opposed to historical functions (such as supporting 
respiration). 

In Study 4, all participants learned about functions that features currently serve (e.g., that many spots are good for camouflage), but 
in the natural context these functions were historical, and in the accidental context these functions were ahistorical. Although both 
functions establish a normative standard, we expected that historical functions would have larger effects on typicality and normative 
evaluations. For instance, people might agree with normative claims about historical functions (e.g., “noses ought to help us breathe”) 
more than claims about ahistorical functions (e.g., “noses ought to hold up our glasses”). This finding would suggest an important 
boundary condition on the effects of functional features, as well as providing additional evidence for the moderating role of intuitive 
theories and causal commitments in driving inferences from is to ought (see Fig. 1). 

We also further examine the possibility that functional reasoning (even about ahistorical functions) can guide reasoning about how 
animals might change in the future. Although typicality judgments did not vary for the present and future in Study 2, one interesting 
result of Study 2 was that participants in the natural context condition—and especially those who referred to feature function to 
explain current frequency—were more likely to predict that populations of animals would become more skewed towards functional 
features in the future, rather than less skewed (i.e., more normal). This result is consistent with the causal model described in section 
1.1: As long as the causal processes that led functional features to become frequent are still at play, then people will expect those 
processes to cause functional features to continue changing in the same direction as time progresses. This pattern is also in line with 
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previous evidence of a teleological bias, or the persistent tendency to misunderstand evolution as getting better over time (Coley & 
Tanner, 2015; Gregory & Ellis, 2009; Kelemen & Rosset, 2009; Kelemen et al., 2013; Lombrozo et al., 2006Mayr, 1982; Shtulman, 
2006, 2017; Ware & Gelman, 2014). 

Study 4 provides a direct test of how functional information affects expectations about future versus present prevalence, as par
ticipants were provided with information about feature function but no information about frequency, and we compared judgments 
about expected frequency in the present versus the future. We designed Study 4 to have the same structure as Study 2, with the 
intention of comparing across studies. Study 4′s design and analyses were preregistered on OSF, https://osf.io/5g2x6. 

5.1. Methods and materials 

5.1.1. Participants 
Of our recruited 212 adults, 8 were excluded for having an IP address that identified them as being outside of the United States, and 

4 were excluded for incorrectly answering more than 3 out of 14 attention and manipulation check questions throughout the study. 
This left 200 participants (115 female, 80 male, 3 non-binary, 2 who preferred to self-identify; Mage = 37 years), recruited using Prolific 
and tested using Qualtrics. Participants were paid $1.90. 

5.1.2. Procedure 
The design of Study 4 mirrored that of Study 2, using a 2 (context: natural, accidental) × 2 (time period: current, future) × 2 

(functional ideal: left-ideal, right-ideal) design, with all conditions assigned randomly by Qualtrics. As in Study 2, historical context 
was between-participants: Half of participants learned that all four animals lived in their natural habitat undisturbed by humans 
(natural context), and that certain features were more functionally ideal within this habitat. The other half learned that, due to 
accidental factors, all four animals had recently been introduced into environments that were very different from their natural habitat 
(accidental context) and that certain features just happened to be functional in the new environment. These features’ functions were 
thus ahistorical in the present because they could not have played a causal role in bringing about or perpetuating the features, but they 
had the potential to become historical in the future (this would be the equivalent of noses’ role in holding up glasses coming to exert 
selective pressure on the maintenance or properties of noses). 

Also as in Study 2, time-period was within-participants: For the first two trials, all participants answered questions about the 
animals as they currently are, and for the third and fourth trials they made judgments about animals 100 generations in the future. 

Fig. 11. Study 4: Participants’ typicality, sample selection, and distribution responses, collapsed across trials. Responses for the left ideal trials are 
reverse-coded so that the most functionally ideal category member is at the right of the scale for all trials. Panels show the two context conditions 
(natural and accidental) and time periods (current and future, both within-participants). Large shapes show group means with 95% Confidence 
Intervals, small circles are individual participant averages. 
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Functional ideal condition was counterbalanced within-participants using a Latin square design: On each of 4 animal trials, partici
pants learned that the most functionally ideal feature value was either on the left of the scale (left-ideal, 2 animal trials) or the right of 
the scale (right-ideal, 2 animal trials; modified so that all participants saw one of each functionally ideal condition in each time-period 
block). All participants answered typicality and sample selection questions first, followed by predicted distribution questions (recall 
that in Study 3 this question order led to less extreme responses). 

Fig. 12. Study 4: Agreement with four normative claims about functionally ideal and non-ideal features (1 = completely disagree, 7 = completely 
agree), collapsed across trials. Claims included (a) overall ought normative judgments, e.g., “Xs ought to have [feature],” (b) teleological norms, e.g., 
“It would be best for an X to have [feature],” (c) negative judgments of nonconformity, e.g., “There’s something wrong with an X without [feature],” 
and (d) deontic norms, e.g., “An X without [feature] has done something wrong.” Filled shapes correspond to claims about ideal features, and hollow 
shapes correspond to claims about non-ideal features, with each pair of claims connected by a line. Panels show the two context conditions (natural 
and accidental) and time periods (current and future, both between participants). Large shapes show group means with 95% Confidence Intervals, 
small lines are individual participant averages. All ideal vs non-ideal contrasts were significant and all means differed significantly from the 
mid-point. 
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5.2. Results 

5.2.1. Do function and context shape typicality and frequency? 
Typicality responses showed a significant three-way context × time × functional ideal interaction (X2 (1) = 12.93, p < .001), as 

well as several subsumed main and interactive effects. For animals in the present, participants in the natural context chose more 
functionally ideal category members as typical than those in the accidental context; those in the accidental context chose category 
members closer to the middle of the scale as typical (i.e., 3; pairwise contrasts: left-ideal, p = .002; right-ideal, p = .001). However, 
participants in both conditions thought that functionally ideal category members would be similarly typical 100 generations in the 
future (left-ideal, p = .74; right-ideal, p = .26), once the ahistorical functions had time to become historical. The same pattern was also 
found for sample selection responses (three-way context × time × functional ideal interaction: (X2 (1) = 5.82, p = .02). Distribution 
responses, in contrast, showed only a significant two-way time × functional ideal interaction (X2 (1) = 54.02, p < .001), with par
ticipants predicting that functionally ideal category members would be frequent in the present—and become more frequent in the 
future—to a similar extent across both contexts. The finding that context affected typicality judgments, but not beliefs about frequency, 
illustrates how representations encode not only information about which features are frequent, but also filter this information through 
beliefs about why they are frequent. Nevertheless, individual participants’ responses across measures were highly correlated (all ps <
.001; Fig. 11). 

5.2.2. Do function and context shape normative judgments? 
As in Study 2, responses to all normative claims varied by context and judgment, with participants who learned that the animals 

lived in their natural habitats consistently agreeing with claims about functionally ideal features, and disagreeing with claims about 
non-ideal features, more strongly than participants who learned that animals lived in a new environment (Fig. 12). The context ×
judgment interaction was significant on all four measures, but showed the strongest effects on (a) overall normative claims, X2 (1) =
47.61, p < .001, and (b) instrumental/teleological norms, X2 (1) = 13.65, p < .001 (for further details, see the Online Supplementary 
Information). 

5.2.3. Does typicality predict normative judgments? 
To test whether typicality predicts normative judgments of individual category members, we again conducted a series of explor

atory analyses of participants’ normative judgments (about ideal features only) with typicality responses included as a predictor, along 
with context and time, testing for main and interactive effects. Participants in the natural context who viewed more ideal category 
members as typical also agreed more strongly with (a) overall normative claims (context × typicality interaction, X2 (1) = 15.87, p <
.001) and (b) instrumental/teleological norms (context × typicality interaction, X2 (1) = 6.03, p = .01; subsumed main effect of 
typicality, X2 (1) = 6.95, p = .009) whereas typicality did not predict normative judgments for participants in the accidental context 
(for further details see the OSI). These results support the possibility that one route through which causal beliefs and feature function 
shape normative judgments is via representations of what categories are normally like. 

5.2.4. Comparison of Studies 2 and 4 
As described in our Study 4 preregistration document, we planned to compare results across Studies 2 and 4 to test whether 

functional information plays a particularly central role in licensing predictions about future change. If frequency (manipulated in 
Study 2) influences typicality and normative claims through functional explanations (manipulated in Study 4), we would also expect 
more extreme responses in Study 4 than Study 2, at least in the natural contexts. This is precisely what we found: compared to fre
quency information (Study 2), functional information (Study 4) had larger and more reliable effects for the future compared to the 
present and resulted in more extreme responses on all measures in natural contexts (see OSI for analyses.). 

5.3. Discussion 

The results of Study 4 highlight an important boundary condition on the effects of functional features and provide additional 
evidence for the role of intuitive theories and causal commitments in driving inferences from is to ought. First, replicating Study 3, 
Study 4 found that functional features were judged more prevalent, and that they supported normative claims that category members 
ought to possess functional features. Consistent with the findings from Study 2, these normative claims corresponded most closely to 
endorsement of teleological norms. Second, going beyond Study 3, Study 4 found that these inferences were moderated by the causal 
status of a function. When a function was historical (the equivalent of the nose’s role in respiration) versus ahistorical (the nose’s role 
in holding up glasses), participants viewed more skewed features as typical, and they more strongly endorsed normative claims. 
However, when asked to consider feature distributions 100 generations in the future, even ahistorical functions supported strongly 
skewed predictions, suggesting that participants expected ahistorical functions to effectively become historical. 

The comparison between Studies 2 and 4 further suggests that functional information – more so than current frequency – shapes 
expectations about how species will change in the future. Functional explanations reflect commitments regarding the causal processes 
that shaped category members over time, so people will expect functional features to continue becoming more frequent in the future as 
long as those same causal processes are still at play. This pattern is in line with previous evidence that people tend to misunderstand 
evolution as getting better over time (Coley & Tanner, 2015; Gregory & Ellis, 2009; Kelemen & Rosset, 2009; Kelemen et al., 2013; 
Lombrozo et al., 2006; Mayr, 1982; Shtulman, 2006, 2017; Ware & Gelman, 2014). At the same time, the contrast between historical 
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and ahistorical functions in the present helps make sense of prior work suggesting that people view patterns that have existed for longer 
as holding more normative force (i.e., the Longevity Bias; Blanchar & Eidelman, 2021; Eidelman & Crandall, 2012; Eidelman et al., 
2010): this could be because they are more likely to be regarded as reflecting historical functions. 

6. General discussion 

6.1. Folk theories underlie is-ought reasoning 

Across four studies, we found evidence in support of the proposal that a key mechanism through which is shapes ought for folk- 
biological concepts rests on people’s causal explanations about why certain features became frequent to begin with. The current re
sults provide support for each of the theoretical predictions in our causal model (Fig. 1): Participants tended to spontaneously explain 
patterns in nature by appealing to feature function (e.g., reasoning that virdexes have many spots because spots serve an important 
function, like camouflage; Studies 1 and 2), and they likewise inferred that functional features would be frequent (i.e., if having many 
spots is functional, then most virdexes will have them; Studies 3 and 4). These explanations partially predicted participants’ repre
sentations of what is typical, or normal, for the categories (Studies 1 and 2), and in fact played a causal role in shaping these category 
representations (Studies 3 and 4). By setting a normative standard against which category members could be judged as better or worse 
(e.g., in terms of potential for camouflage), functional explanations also licensed normative judgments about what category members 
ought to be like (Studies 1–4). Finally, participants expected that functional features would become even more frequent in the future 
(Studies 2 and 4), in line with prior evidence that people’s folk-biological expectations about nature entail thinking that evolution 
means getting better over time (Coley & Tanner, 2015; Gregory & Ellis, 2009; Kelemen & Rosset, 2009; Kelemen et al., 2013; Lombrozo 
et al., 2006; Mayr, 1982; Shtulman, 2006, 2017; Ware & Gelman, 2014). 

Our proposal is consistent with broader theories that concepts are structured by people’s causal-explanatory frameworks (Ahn, 
1998; Ahn et al., 2000; Carey, 1985; 2000; Gopnik & Meltzoff, 1997; Lombrozo & Carey; 2006; Murphy & Allopenna, 1994; Murphy & 
Medin, 1985; Rehder & Kim, 2010; Rips, 2011; Waxman & Gelman, 2009; Wellman & Gelman, 1998), as well as with previous 
suggestions that is-ought reasoning arises from people’s explanations about how features relate to their kinds (Haward et al., 2018; 
Prasada & Dillingham, 2006; 2009; Tworek & Cimpian, 2016). However, to our knowledge, the current proposal is the first to combine 
these bodies of work, providing evidence that, at least within the biological domain, is-ought reasoning arises specifically from 
people’s causal explanations about the processes that led features to become common over time. 

Nevertheless, our proposal is not inconsistent with previous suggestions about the importance of explanations for is-ought judg
ments, and it may well be that several different forms of explanation license corresponding normative claims. For example, Tworek and 
Cimpian (2016) propose that people tend to rely on explanations that appeal to inherent causes, and these inherent explanations bring 
with them a sense of necessity that in turn licenses normative claims. However, it is not entirely clear why inherence or necessity would 
have this consequence, nor what form of normativity would follow. In light of the current results, one possibility is that the inherent 
explanations people posit may tend to appeal to function, either directly or by citing the proximate causes of functional properties; 
future research should explore this possibility. 

Prasada and colleagues (Prasada & Dillingham, 2006; 2009; see also Haward et al., 2018; 2021) suggest that category-based ex
planations for a given feature (e.g., that a given animal barks because it is a dog) offer evidence that the category and feature share a 
“principled connection,” meaning that the feature is seen as an aspect or part of being a member of that kind. This part-whole rela
tionship plausibly licenses the normative judgments they document (e.g., that there is something wrong with a dog that doesn’t bark, 
just as there is something wrong with an object missing a part). However, beyond a general reliance on prior beliefs, it is unclear how 
people learn which properties are principally connected to their kinds (Haward et al., 2021). One possibility is that people tend to view 
features that support functional explanations as sharing a principled connection to their kind (Prasada & Dillingham, 2006; 2009). For 
example, people tend to accept teleological generic statements that describe principled connections (e.g., “cars are for driving”) but 
reject teleological generic statements about non-principled connections (e.g., “cars are for parking”; Korman & Khemlani, 2020). In 
line with this possibility, participants in Study 4 agreed more strongly with normative claims about historical functions (which 
supported functional explanation) than with normative claims about ahistorical functions (which just happened to be beneficial for 
animals in a new habitat). 

Finally, Lewry aet al. (2021) found that functional explanations for an entire species (e.g., that humans exist to reproduce) are taken 
to imply that the function is good for the species as a whole, with the consequence that individuals who choose not to fulfill their 
species function are immoral. Given that a teleological norm does not necessarily license a moral claim (e.g., “zebras who don’t have 
stripes are immoral”), it seems likely that the findings from Lewry et al. reflect features beyond those in our own studies. For instance, 
many participants in Lewry et al. assumed that the species’ functions emerged from individual or group choice (not just natural se
lection), and the targets of normative evaluation were intentional agents who chose not to act in accordance with their species 
function, not category members who had or lacked physical features. 

That said, participants in our studies were more likely to endorse claims about deontic norms when they viewed frequent features as 
functional within the context of natural causal processes – either because they had generated functional explanations themselves 
(Study 2), or because we had explicitly manipulated which functional explanations were warranted (Study 4). One interpretation of 
this finding is that different types of normative judgments are not as cleanly differentiated as one might expect. That is, participants’ 
deontic judgments about wrongdoing may be subtly influenced by other normative judgements, for example because of negative 
affective responses to the violation of a category goal. In line with this interpretation, some researchers have proposed that people hold 
undifferentiated views of what is probable and what is morally right (Phillips & Cushman, 2017). However, the observed effects of 
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context on deontic judgments were small, and it could be that participants were simply motivated to give consistent ratings across the 
four types of normative statements. An important direction for future research, then, is to expand the approach we take in Studies 2 and 
4, probing a range of normative judgments (teleological, deontic, etc.) to examine how they relate, and how they depend on people’s 
beleifs about the causal processes that gave rise to the function in question. 

6.2. The “natural” and the normative 

In the context of biological kinds, views of what is typical or normal may be more accurately described as views of what is “natural,” 
because people expect the rules that govern natural kinds to be set by nature (rather than humans). Prior work has already shown that 
people tend to believe that “natural” means “good,” suggesting that the phenomena we document here might fall under the broader 
heading of a naturalistic fallacy that takes the natural seriously. For example, consumers are often willing to pay more for foods labelled 
“natural” and many oppose genetically-modified foods because they are judged to be “unnatural” (Rutjens et al., 2018; Scott & Rozin, 
2020). In the social domain, people often appeal to nature to justify their normative judgments about same-sex marriage (O’Connor, 
2017; Rozin, 2005) and violations of gender roles (Brescoll & LaFrance, 2004). Indeed, Daston (2014) describes the naturalistic fallacy 
itself as “a kind of covert smuggling operation in which cultural values are transferred to nature and nature’s authority is then called 
upon to buttress those very same values” (Daston, 2014, p. 580). 

But why would the “natural” have any normative implications? Our proposal suggests that the natural will license the normative 
when the natural is explained teleologically. This could arise from belief in divine creation but is also consistent with common beliefs 
about nature. For instance, many people think of nature as agentive, so they view natural progress over time as akin to the goal- 
directed actions of an agent (i.e., Gaia beliefs; Blancke et al., 2014; Järnefelt et al., 2015; Kelemen, 2012, Moore et al., 2002). 
Thus, people might explain the features of natural kinds in terms of functions, and think that they should fulfill those functions, because 
it is the intention of their creator (whether God or nature itself) that they should do so. But teleological beliefs about evolution may be 
sufficient to support a pervasive tendency to explain the biological world by appeal to function, even without an explicit appeal to God 
or Gaia (Coley & Tanner, 2015; Gregory & Ellis, 2009; Kelemen & Rosset, 2009; Kelemen et al., 2013; Lombrozo et al., 2006; Mayr, 
1982; Shtulman, 2006, 2017; Ware & Gelman, 2014). While people tend to think of evolution as being more teleological than it is, 
many biologists and philosophers of biology in fact accept teleological claims regarding the products of natural selection (for relevant 
discussion, see Lombrozo & Carey, 2006). 

One implication of the current proposal is thus that people’s is-ought reasoning could be thought of as the product of an ultimately 
rational process, but one that happens to be operating with assumptions about the world that are often mistaken (e.g., thinking of 
nature as a goal-oriented agent, or thinking of all biological features as adaptations). That is, although the conclusions that people 
arrive at through these reasoning processes may sometimes be mistaken, they engage in rational reasoning about causal forces, and the 
mistake arises from inaccurate inputs to the rational system (e.g., that a given feature is an adaptation, when in fact it is a spandrel or 
the product of culture, or that biological and cultural evolution necessarily entail improvement over time). For example, people might 
reason that mothers ought to be primary caregivers instead of fathers (a mistaken conclusion) because the current gender division is the 
result of “natural” processes that have shaped human social structures over time (an accurate causal reasoning process), and natural 
processes entail improvement over time (an inaccurate representation of nature). A different error that people could be making is in 
failing to differentiate normative entailments: While it may be appropriate under some conditions to endorse a teleological norm (e.g., 
that, from the perspective of a Zebra, stripes are indeed best), natural selection does not support deontic norms (e.g., that a Zebra 
without stripes has done something wrong). 

In Study 1, we attempted to measure variation in folk biological beliefs, with the hope that we might identify beliefs about bio
logical change that moderate effects of feature frequency on normative judgments. However, the folk biological beliefs that we probed 
concerned participants’ basic understanding of evolution; we found little variability and no influence on factors of interest. Future 
research should focus on more fine-grained aspects of biological change. One candidate is people’s beliefs about nature as an agentive 
force (i.e., their endorsement of teleological explanations for natural processes; Kelemen, 1999; Roberts et al., 2021), or their tendency 
towards adaptationist thinking. Another possible dimension of variation is the extent to which people believe natural selection occurs 
relatively unfettered, versus in a highly historically contingent manner. For instance, the fact that stripes are good camouflage for 
zebras is highly contingent on extrinsic factors, including the visual characteristics of the zebra’s environment and the sensory ca
pacities of its primary predators. Under other conditions, other defensive strategies would be more ideal. How participants evaluate the 
ideal, and what is “close” versus “far” from ideal, is therefore likely to depend on how participants represent such historical contin
gencies and their alternatives (for relevant discussion of such distance metrics that depend on norms, see Kahneman & Miller, 1986; 
also Lagnado et al., 2013, Knobe, 2010; Phillips et al., 2015). 

6.3. The normative dimensions of conceptual representation 

Our findings contribute to a growing body of research showing that people’s mental representations of what is typical or normal are 
not only shaped by descriptive information about statistical frequency, but also by causal-explanatory beliefs (Murphy & Allopenna, 
1994; Murphy & Medin, 1985) and normative ideals (Barsalou, 1985; Bear & Knobe, 2017; Bear et al., 2020; Foster-Hanson & Rhodes, 
2019a; Phillips & Cushman, 2017; Wysocki, 2020). In the current experiments, category members with features that better instantiated 
the ideals established by functional explanations were judged as more typical and more informative about their kinds. This result 
replicates past work in showing a link between functional features and typicality (Foster-Hanson & Rhodes, 2019a), but goes beyond it 
by showing that functional explanations themselves shape typicality, above and beyond downstream inferences that functional 
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features are likely to be frequent (Lombrozo & Rehder, 2012). 
Because typicality is shaped by causal-explanatory beliefs and ideals, we should expect typicality to depart from objective fre

quency. This is what we see in Studies 1, 2, and 4, and it is also a salient feature of “normality.” For instance, it is “normal” for tadpoles 
to grow into frogs, even though most tadpoles get eaten before they are able to do so (McGrath, 2005, p. 139). The finding that 
typicality does not only encode something like a central tendency or average has important consequences for people’s judgments, 
because typical or “normal” category members serve as the basis of comparison for other members of the category (Osherson et al., 
1990). In this way, people’s beliefs about what is typical or normal for a category provide the starting point from which deviations can 
be judged (McGrath, 2005; Wysocki, 2020). 

But why might people’s concepts combine both descriptive and normative information in this way? Our findings hint at one 
possibility: participants predicted not only that functional features were more frequent in the present, but also that they would become 
more frequent over time (Studies 2 and 4; see also Lombrozo & Rehder, 2012). It could be that descriptive information captures the 
present, while normative information indicates the direction of change, and thus supports inferences about the future. Previous ac
counts have suggested that normative information about social categories may be important for predicting the future behavior of social 
agents (Del Pinal& Reuter, 2017), and indeed normative ideals serve an important social function, by motivating and constraining 
human social behavior in groups (Tomasello, 2020; see also Shaw & Blakey, 2020). However, we are unaware of any previous pro
posals that normative information may be important for prediction in the context of traits and behaviors that are outside of the control 
of human agents. One possibility is that what unites both folk biological kinds and social kinds is an intuitive theory that category 
change is goal-directed—in the case of social kinds because change is driven by intentional agents; in the case of biological kinds 
because change is believed to result from a divine creator, a Gaia-like version of nature, or a goal-directed mischaracterization of 
evolution (Coley & Tanner, 2015; Gregory & Ellis, 2009; Kelemen & Rosset, 2009; Kelemen et al., 2013; Lombrozo et al., 2006; Mayr, 
1982; Shtulman, 2006, 2017; Ware & Gelman, 2014). 

A related but different proposal about why typicality structure might encode both descriptive and normative dimensions comes 
from their roles in prediction versus action. When we have to predict the characteristics or behaviors of a category member, we should 
arguably rely on descriptive information. But when we have to intervene—to modify an object, select an individual, or punish an 
agent—it makes sense to consult normative considerations as well. Typicality could combine the most likely with the most ideal as a 
compromise or “all-purpose” representation (see Bear et al., 2020, for related discussion). 

How do functional explanations fit in this merger between the descriptive and the normative in category representations? Our 
causal model (Fig. 1) suggests that functional explanations shape category representations (thus defining the typical or “normal”), and 
that these representations can in turn support normative judgments. Our studies offer some support for this proposal: Participants’ 
typicality judgments predicted their agreement with normative claims across all four studies, and in Study 2, the effects of functional 
explanation on normative claims were partially mediated by judgments of typicality. On the other hand, even when typicality was 
included in our statistical models, functional explanations remained a significant predictor of participants’ normative judgments in 
Studies 2–4. Generating explicit causal explanations is cognitively demanding, so one interpretation of these results is that people 
might tend to rely on their existing representations of what’s “normal” to make everyday judgments, but that functional explanations 
can also shape people’s judgments directly, especially when made salient by context (e.g., when people are given functional expla
nations or generate their own, as in the current studies). Future research will be needed to identify the conditions under which 
functional explanations license normative judgments via typicality, directly, or both (our own bet is “both”). 

The current proposal is also consistent with previous evidence that even young children’s concepts rely on beliefs about function 
(Foster-Hanson & Rhodes, 2019a), while suggesting a new interpretation of children’s focus on characteristic or principled features 
(Foster-Hanson & Rhodes, 2022; Haward et al., 2018). That is, young children might be particularly likely to implicitly assume that 
frequent features are functional, or “on purpose,” (Kelemen, 1999), but they might also rely less on explicit causal explanations about 
exactly how they are functional compared with adults because such explanations are costly to generate. Similarly, adults learn to 
balance their intuitive beliefs in purpose against other learning strategies, so they might be less vigilant about unwarranted teleological 
explanations when under cognitive load (Kelemen & Rosset, 2009; Roberts et al., 2021). Future research should directly test these 
predictions about the cognitive and developmental origins of is-ought reasoning. 

6.4. From biological to social domains 

Views about the natural and the “normal” can have pernicious consequences when applied to categories of people – both in terms of 
excusing “natural” negative behaviors (e.g., male infidelity or even rape; Dar-Nimrod et al., 2011; Ismail et al., 2012) and in terms of 
weakening agency and praise for positive behaviors (e.g., mothers having children at immense personal cost) or prohibiting agents 
from engaging in actions that might go against the “natural order” (e.g., abortion; Wunderlich, 2020). Future work should directly 
examine the causal role of beliefs about what is “natural” as a potential mechanism through which people’s knowledge of what is 
common can give rise to normative judgments about both blame and praise in the social world. Given these consequences for social 
judgments, future work should also test how flexible people are in their reliance on beliefs about nature when making causal attri
butions. That is, does explaining actions by appealing to the broader causal processes that gave rise to them (e.g., nature, evolution), 
versus the goals or desires of the agent, constitute a particular stance that people can adopt flexibly or a fixed understanding of the 
world (Nagel, 1979; Strawson, 1962)? If the former, then interventions that change people’s beliefs in the benevolence of nature could 
be a fruitful tool for social change. 

Understanding what shapes people’s representations of what is normal is also important because idealized or biased representa
tions can perpetuate cultural ideologies and shape social cognition in subtle ways. For example, despite the fact that dark skin and 
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brown eyes have been the most frequent phenotypes across human history, light skin and eye color (features historically common only 
among Northern Europeans but viewed as more “ideal” in pro-White western society) are often represented as “normal” in medical 
textbooks (Graves, 2021). These biased representations shape how people think and reason about the social world beginning in 
childhood. For example, children begin to view White men, boys, and girls as more “normal” for their social categories beginning as 
early as third grade (Lei et al., 2021). For these reasons, children’s media featuring all or mostly White characters may inadvertently 
perpetuate pro-White bias (Roberts & Rizzo, 2021). Indeed, the phrase “representation matters” has become prevalent across all facets 
of mainstream media (Lemish & Johnson, 2019). Yet it remains unclear whether equalizing representation alone – in the absence of 
explanatory information about why the representation was unequal to begin with – would have any measurable effect on children’s 
(and even adults’) beliefs about the social world (see also Vasilyeva et al., 2018; Vasilyeva & Lombrozo, 2020). Future work should 
directly test the causal role of representations, with and without causal explanations, on people’s judgments and attitudes. 

6.5. Conclusions 

The current work proposed a novel mechanism through which descriptive information about how the world is can shape people’s 
beliefs about how it ought to be. When people think of a typical zebra, what comes to mind is shaped by what is frequent, as well as 
people’s beliefs about what is ideal relative to the species’ functional goals; these idealized representations give rise to the belief that 
zebras should have stripes. This work thus sheds light on the two puzzles raised in the introduction. First, where do normative 
judgments about how the natural world ought to be come from? We suggest that these judgments come from people’s folk-biological 
beliefs about the causal forces that shape nature over time, and the expectation that natural progress means improvement. These are 
reflected in functional explanations that in turn shape judgments of typicality and normativity. Second, how and why do normative 
judgments relate to our representations of how the world is? We propose that these judgments arise from our very representations of 
what is “normal,” which become idealized when descriptive information is filtered through our causal-explanatory frameworks about 
why certain features became frequent over time. Thus, the missing premise from is to ought arises from people’s folk biological beliefs 
reflected in – and perpetuated by – functional explanations, which are encoded in our representations of the world. 
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