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studying children’s and adults’ explanations, including their role in inference and in
learning. This entry reviews recent work that begins to bridge the philosophy and
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I. Introduction

The philosophical study of explanation has had a vexed relationship with
psychology. With the rise of logical positivism in the first half of the last century, some
philosophers adopted a psychological but deflationary stance, suggesting that explanation
is mere “reduction to the familiar” (e.g., see Dray 1964, as cited by Friedman 1974). Others
adopted a deliberately anti-psychologistic stance, aiming to ground explanations in
objective relations or features of the world (e.g.,, Hempel 1965; Salmon 1984). Yet other
twentieth-century accounts incorporated substantive, non-deflationary roles for human
psychology, for instance characterizing explanations in terms of the understanding they
produce (Achinstein 1983; Schank 1986), or analyzing them as contextually-sensitive
answers to particular kinds of questions (Bromberger 1966; van Frassen 1980).

More recent work has opened the door to new approaches to an empirically-
informed philosophy of explanation. Contemporary philosophy of science, for example, has
sometimes focused on explanation in the special sciences, with detailed analyses of the role
of explanation for working scientists (e.g., Craver & Darden 2013; Boumans 2009;
Weiskopf 2011). Formal epistemologists (and others) have developed formal accounts of
explanation and explanatory virtues (see Schupbach, this volume), often tied to work in
related disciplines - such as statistics and computer science - and with corresponding tests
against human judgments (Schupbach, 2011). At the same time, empirical work on
children’s and adults’ explanations is flourishing, with a growing literature supporting the
idea that explanations play an important role in human reasoning and conceptual

representation (Lombrozo 2012; Wellman 2011). These developments have been partially



informed by philosophy (Lombrozo, 2012), and have also begun to inform contemporary
accounts of explanation in philosophy of science (e.g., Douven 2011; Wilkenfeld 2014).

Despite these connections between the philosophy and psychology of explanation,
relatively little work on explanation has proceeded under the banner of “experimental
philosophy.” Ironically, this may be precisely because explanation is so closely tied to
human psychology: the connections have been appreciated, if not always endorsed or
pursued, by both philosophers and psychologists well before the rise of this relatively new
movement. Nonetheless, there have been a handful of papers on what might be called “the
experimental philosophy of explanation,” and a great many more that lay important
groundwork for those hoping to develop psychologically-informed accounts of explanation.
This research is the focus of the current entry.

Given the scope of work on explanation within both philosophy and psychology, a
great deal of interesting and important work is neglected. For a more thorough review of
recent developments in the psychology of explanation, readers are directed to Lombrozo
(2012), and to Wellman (2011) for work in developmental psychology. For reviews of work
on the philosophy of explanation, readers are directed to Salmon (1989) and Woodward
(2011). Finally, this review also excludes relevant work on closely-related topics, such as
causation (e.g., Hitchcock 2012; Schaffer 2014; Woodward 2013) and understanding (e.g.,
Kvanvig 2015). Readers are also encouraged to consult related entries in this volume on
various aspects of causation (Danks, this volume; Park & Sloman, this volume; Livengood &
Rose, this volume) and on experimental philosophy of science (Machery, this volume).

I begin by considering work on folk and scientific conceptions of explanation,

followed by functional and formal analyses of explanation. I then consider the impact of



explanatory considerations on cognition, in particular as a guide to inference and discovery.
The final sections consider how research on explanation might inform the “negative

program” in experimental philosophy and identify important directions for future research.

2. Folk and scientific conceptions of explanation

Recently, some philosophers have turned to both lay and expert scientific judgments
concerning the application of the word “explanation” to better understand the scope and
viability of accounts of explanation. For example, Overton (2012) uses text-mining
techniques to analyze uses of the word “explain” in the journal Science. He finds that over
45 percent of the 781 articles analyzed contain the word “explain” (or a close variant, such
as “explanation” or “explicate”), that over 90 percent include the word “because,” and that
both of these figures are considerably larger than those found for two non-scientific
corpora, a sample of English literature drawn from Project Gutenberg and a set of news
articles from the Reuters news agency. He also finds that uses of “explain” are often
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qualified (e.g., “could explain,” “may not explain”) and are most likely to appear at the very
beginning or end of articles rather than the middle. These findings suggest that explanation
is indeed an important part of scientific discourse, perhaps especially in motivating and
interpreting empirical work.

»n «

In a second set of analyses, Overton (2012) sampled 25 uses of “explain,” “explains”
or “explained” from abstracts and articles and classified the forms of the proffered
explanations based on the nature of the explanans and the explanandum - i.e.,, whether

each involved data, entities, kinds, models, or theories. The most interesting result was

that the explanans always belonged to the same category or a more general category than



the explanandum. For example, explanations in which some quality of a model explained
some quality of a kind were common, but he found no instances in which some quality of a
kind explained some quality of a model. A subsequent analysis identified many cases of
“inference to the best explanation,” which illustrated the reverse pattern: researchers used
a more specific category, such as “data” or “entities,” to draw inferences about a category
that was at least as general, such as “kinds” or “theories.” These final analyses were based
on small samples and a coding scheme that not all researchers are likely to endorse, but
they illustrate the method’s potential as a way to learn about explanatory practices in
science and about scientists’ own conceptions of explanation.

Waskan et al. (2014) used an experimental manipulation to investigate whether the
actual or potential achievement of intelligibility or understanding is central to scientists’
and laypeople’s concept of explanation. In an initial experiment, on-line participants were
presented with a vignette in which a scientist offered a model of how gamma-ray bursts are
produced in distant galaxies. The critical manipulation was whether the model was
described as being actually intelligible to a normal human, potentially intelligible to a
normal human, or never intelligible, due to its overwhelming complexity. The researchers
found that participants were significantly more wiling to say that the model constituted an
explanation when it was actually intelligible than when it was either potentially or never
intelligible, suggesting that actual intelligibility could be a necessary condition for
explanation, at least according to non-scientists. More generally, the findings suggest that
psychological states, and not just nomic or other objective relations, play a role in the folk
notion of explanation.

A subsequent experiment employed a more indirect method for assessing folk and



scientific conceptions of explanation. In the experiment, participants read a modified
popular science article about a complex model of gamma-ray bursts developed by “Dr.
Brown.” They were later asked whether the text had contained the following sentence,
which never actually appeared: “Dr. Brown’s paper and the accompanying computer model
provide an explanation for why type-B2 stars produce gamma-ray bursts.” The researchers
reasoned that participants might misremember having read this sentence if they believed
that Dr. Brown’s contribution constituted an explanation. Again, features of the model’s
intelligibility were varied across conditions. In one case, Dr. Brown was eventually able “to
detect some high-level (coarse-grained) structures and behavioral patterns that enabled
him to make sense of why each distinct new simulation gravitated towards the same end
state... Not even a mediocre astrophysicist could, after studying this report and its
accompanying materials, fail to understand why type-B2 stars produce gamma-ray bursts.”
In the potentially intelligible condition, participants were told that no one had yet detected
relevant high-level variables from Dr. Brown’s materials, but that it was only a matter of
time before someone did. Finally, the never intelligible condition indicated that due to the
model’s complexity, no one would ever be able to use it to understand the origin of gamma-
ray bursts.

In this second experiment, over 80% of participants misremembered reading the
explanation statement in the intelligible condition, which was significantly more often than
the roughly 50% error rate observed in both the potentially and never intelligible
conditions (which did not differ from each other). A replication with practicing scientists as
participants yielded the same pattern of results, although the overall error rates were

lower. As in the more explicit task used in their first study, these memory findings from



Waskan et al. suggest that bringing about a particular psychological state - namely some
form of intelligibility or understanding - is important to explanation, and that the
understanding must be achieved, not merely achievable. However, it’s also possible that the
mere existence of high-level variables is what influenced participants’” memory for the
presence of an explanation, or that the potentially intelligible condition would look more
like the intelligible condition if it were certain that there were high-level variables to be
discovered and that such high-level variables would indeed generate understanding.

The two sets of studies just described, Overton (2012) and Waskan et al. (2014),
represent creative and important first steps in understanding scientists’ and laypeoples’
conceptions of explanation. The methods they develop can potentially be employed to
address a variety of additional questions, such as the extent to which explanation is
regarded as factive (see also Braverman et al. 2012), whether the criteria for what
constitutes an explanation varies across contexts or domains, and how conceptions of
explanation differ from those for related notions, such as description, prediction, empirical

adequacy, and understanding.

3. Defining explanations functionally

The previous section considered folk and scientific conceptions of explanation and
applications of the word “explanation.” Another approach is to define explanations
functionally, in terms of what they accomplish. For example, Lombrozo (2011) argues that
although explanations can strike us as intrinsically valuable, they also play an important
instrumental role in the discovery and confirmation of intuitive theories, which in turn

support prediction and intervention (see also Lombrozo & Carey 2006). Along these lines,



others have suggested that explanations should be understood in terms of their role in
generating understanding (Achinstein 1983; Wilkenfeld 2014), supporting future
judgments (Craik 1943; Heider 1958; Quine & Ullian 1970), or motivating the construction
of causal theories (Gopnik 2000).

Research in psychology and education confirms that seeking, generating, and
evaluating explanations can have important consequences for cognition (Lombrozo 2012).
For example, explanations play a role in categorization (Ahn 1998; Lombrozo 2009;
Murphy & Medin 1985; Rips 1989), in generalizing from known to novel cases (Rehder
2006; Sloman 1994; Lombrozo & Gwynne 2014), in resolving inconsistencies (Khemlani &
Johnson-Laird 2013; Legare, Gelman, & Wellman 2010), in calibrating metacognition (Giffin,
Wiley, & Thiede 2008; Rozenblit & Keil 2002), and in learning more generally (for reviews,
see Lombrozo 2012; Fonseca & Chi 2010). But effects of explanation are not uniformly
positive. For instance, generating explanations sometimes impedes learning about
properties that are idiosyncratic (Williams, Lombrozo, & Rehder 2013) or irrelevant to the
explanandum (Legare & Lombrozo, 2014; Walker, Lombrozo, Legare, & Gopnik, under
review; Mishra & Brewer 2003). Documenting cases in which explanation has negative
effects can be especially informative, not just because they have practical relevance (to
pedagogy, for example), but also because such effects can be especially diagnostic of the
mechanisms by which explanation influences reasoning. Just as visual illusions can reveal
when and why visual perception is typically accurate, explanatory errors and “illusions”
can help us identify when and why engaging in explanation is so often beneficial.

One challenge for a functional approach is to determine which consequences of

explanation correspond to its proper function, and which are merely side effects. Most



likely, explanations serve multiple functions, some resulting from the evolutionary origins
of explanatory cognition, some from cultural evolution, some from learning, and some from
the proximal goals of the agents who seek or employ them. To complicate things further,
distinct functions are likely to compete: the best explanation for persuasion or efficient
storage of information, for example, may not be the one that best supports future
prediction.

Despite these challenges, a functional approach to explanation has two important
advantages. First, if explanation serves one or more functions, one can ask what would best
achieve those functions, providing a normative benchmark against which to assess
psychological judgments and scientific practice. Providing such a benchmark also offers a
potential bridge between descriptive, psychological claims about explanation and
normative accounts of explanation from philosophy (Lombrozo 2011). Second, if
explanatory judgments are at least moderately well matched to the functions of
explanation, then the psychology of explanation provides important constraints on a
functional account, and a functional account can in turn generate novel predictions about
explanatory judgments and their cognitive consequences. Taking up this two-way
relationship, the three sections that follow consider the basis for the perceived quality of an
explanation, and what such judgments can tell us about what it is that explanatory
judgments might be tracking. The first section considers formal measures of explanatory

power; the subsequent two review empirical work on explanation in inference and learning.

4. Formal measures of explanatory power
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Two recent papers have aimed to relate formal accounts of explanation to human
judgment. Schupbach (2011) reports the results of an experiment in which participants
were asked to evaluate the quality of two hypotheses (concerning which of two urns was
selected) as explanations for different patterns of data (i.e., sets of balls drawn from one of
the urns). Participants’ responses were compared against five probabilistic measures of
explanatory power - that is, of the strength of the explanation that a hypothesis provides
for a specified explanandum. For instance, one measure was simply the extent to which a
hypothesis h increases the probability of the explanandum d, i.e., p(d|h) - p(d). Others were
drawn from earlier work, such as Popper (1959), or from contemporary proposals by
McGrew (2003) and Schupbach and Sprenger (2011). The results supported Schupbach
and Sprenger’s measure, [p(h|d) - p(h|~d)] / [p(h|d) + p(h|~d)], as a better fit to human
judgments than the alternatives he considered. Structurally, this measure corresponds to
proposed measures of confirmation (Keynes 1921; Kemeny & Oppenheim 1952), which
aim to capture the support that some evidence (=the explanandum) provides for some
hypothesis (=the explanans).

Pacer et al. (2013) similarly compared formal measures of an explanation’s quality
against human judgments, but instead considered measures drawn from machine learning.
These measures assessed variable settings for causes in a causal Bayes net as explanations
for some observed effects. Pacer et al. presented participants with causal systems involving
two or four causes and had them either generate or evaluate explanations for an observed
effect. For both explanation generation and evaluation, they found moderate support for
two models: the Most Relevant Explanation model (Yuan & Lu 2007), according to which

the best explanation is the set of variable settings that has the highest likelihood, given the
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explanandum, relative to the summed likelihood of all other hypotheses, and the Causal
Explanatory Tree model (Nielson et al. 2008), which - roughly - evaluates candidate
explanations based on the log ratio of the probability of observing the explanandum given
the candidate explanans to the summed probabilities of observing the explanandum under
each hypothesis.

Notably, Pacer et al. (2013) found that a model that simply favors the most probable
variable settings in light of the observations, Most Probable Explanation (Pearl 1988),
faired quite poorly, in part because judgments were relatively insensitive to the prior
probabilities of candidate explanations. Similarly, Schupbach (2011) found that his own
measure provided a better fit to human judgments than the posterior probability of the
corresponding hypotheses, which is itself a function of the prior. The findings thus suggest
that human explanatory judgments track something more like evidence, information, or
relevance, and not simply the prior or posterior probability of the explanans. This datum
offers potential insight into the function(s) of explanation and how it might differ from
processes that simply track probability. Indeed, as discussed in the sections that follow,

explanation might play a special role in inference and in learning,.

5. Inference to the best explanation

One candidate role for explanatory considerations is as a guide to inference. In
particular, both scientists and everyday reasoners often appeal to the quality of an
explanation as evidence for its value or truth, and explanatory considerations may well
guide inference beyond the cases in which they are explicitly invoked. For example,

explanations that are simpler may be remembered more effectively, related to evidence
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more easily, or simply strike us as more plausible than complex alternatives. Philosophers
have debated the normative status of inference to the best explanation (Douven 2011;
Lipton 2004), but systematic empirical work on the role of explanatory considerations in
inference is relatively recent.

As characterized by Lipton (2004), inference to the best explanation (IBE) is an
inference to the loveliest explanation. An important step, then, is recognizing what it is that
makes an explanation lovely - that is, identifying and characterizing “explanatory virtues,”
or qualities that are thought to be desirable, such as an explanation’s simplicity, breadth, or
fruitfulness. As philosophers well know, however, each of these virtues is quite difficult to
define, and it’s likely that different virtues have a different normative status with respect to
their role in inference. Here I provide a brief review of empirical work on simplicity and
breadth, including their role in assessments of probability.

While appeals to simplicity in psychology are common across a wide spectrum of
domains, from perception to language and development (Chater & Vitanyi 2003), the
systematic investigations of simplicity in explanations likely began with Read and Marcus-
Newhall (1993), motivated by Thagard (1989), and with Lagnado (1994). These studies
quantified an explanation’s simplicity in terms of the number of propositions or causes
invoked, with simpler explanations involving a smaller number. Read and Marcus-Newhall
found that participants preferred to explain sets of symptoms by appeal to one cause that
explained all symptoms rather than two causes that jointly explained the same set.
However, their studies did not control for effects of probability, leaving open the possibility
that what appeared to be a preference for simplicity was actually a consequence of a

preference for more probable explanations, given some reasonable assumptions about the
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baserates of different causes. Lagnado did take probability into account, and found that
participants preferred a complex explanation over a simple one when the former was
stipulated to be more likely. This suggests that if simplicity does inform explanatory
preferences, it is trumped or made moot by probability. Finally, Lombrozo (2007)
considered cases in which participants had to choose between one- and two-cause
explanations, but where probabilistic evidence was communicated indirectly, by
presenting the baserates for each cause, rather than explicitly telling participants which
explanation was more likely. In this case, explanatory preferences were a function of
simplicity and probability, with the basic pattern of results replicating with preschool-aged
children (Bonawitz & Lombrozo 2012).

In more recent work, Pacer and Lombrozo (2014) have challenged the idea that a
preference for one-cause explanations over two-cause explanations reflects a measure of
simplicity that amounts to counting causes. In their initial experiments, they contrasted
two different ways in which an explanation’s simplicity could be evaluated: in terms of the
total number of causes (“count simplicity”), or in terms of the total number of unexplained
or “root” causes (“root simplicity”). To illustrate the difference between these measures,
consider a patient who complains of both tiredness and weight loss. One could explain the
tiredness by appeal to insomnia and independently explain the weight loss by appeal to a
loss in appetite, thereby invoking two causes to explain the effects. Or it could be that
depression is causing both insomnia and loss of appetite, which are in turn causing
tiredness and weight loss. The first explanation invokes fewer causes total (2: insomnia +
loss of appetite, versus 3: depression + insomnia + loss in appetite), and is therefore

simpler according to count simplicity. But the second involves fewer “root” or unexplained
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causes (1: depression, versus 2: insomnia and loss of appetite), and is therefore simpler
according to root simplicity. Using cases such as these, which pit count simplicity against
root simplicity, Pacer and Lombrozo found that participants’ preferences tracked the latter,
not the former: the proportion of participants choosing a given explanation was a function
of both the explanation’s relative root simplicity and its relative probability (based on
frequency information provided).

These findings by Lombrozo and colleagues suggest that simplicity plays a powerful
role in explanatory judgments, even when independent bases for evaluation - such as
frequency information - are available to the reasoner. In particular, simplicity affects an
explanation’s perceived “loveliness.” But is loveliness also used to guide to “likeliness”?
There’s reason to think it is. In Bonawitz and Lombrozo (2012), children were asked what
caused a set of observed effects, so participants’ responses should have been a reflection of
what they thought was most likely to be true, not (only) which explanation seemed most
lovely. In Lombrozo (2007) and Pacer and Lombrozo (2014), however, participants were
asked to identify the most satisfying explanations, not to make explicit assessments of
which explanation was most likely. Nonetheless, both sets of studies also included an
assessment of participants’ memory for the frequency data that had been presented. These
studies found that participants systematically misremembered the data in a way that
rendered their explanation choice more likely than it actually was, but only under
particular conditions: when the chosen explanation was simpler, and when the frequency
information alone was insufficient to merit its selection. As a whole, the findings to date
therefore suggest that in the face of even mild probabilistic uncertainty, people treat an

explanation’s (root) simplicity as one cue to its probability.
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A few studies have also investigated effects of an explanation’s breadth or “scope,”
where scope is understood as the number of observations or data points that the explanans
can explain (for formal accounts of breadth or unification, see Myrvold 2003; Schupbach
2005). For example, Read and Marcus-Newhall (1993) found that people preferred
explanations that accounted for a larger proportion of observed symptoms, but once again
the study did not control for effects of (inferred) probability (see also Thagard 1989).
Providing more indirect support for a preference for broad scope, Preston and Epley
(2005) found that ideas that were used to explain a larger number of phenomena were
judged more valuable to those who endorsed them, and Williams and Lombrozo (2010,
2013) found that prompts to explain can facilitate the discovery of broader patterns, as
detailed in the section that follows. These findings point to the idea that explanations with
broader scope are better, with an important qualification: when a causal explanation
predicts effects that have an unknown status (i.e., it's not known whether or not they
occurred), this “latent” scope seems to be considered a liability, not a virtue (Khemlani,
Sussman & Oppenheimer 2011).

Clearly, many questions remain concerning the psychology of explanatory virtues
and their role in inference. The findings to date, however, confirm the suspicion that
explanatory considerations play a nontrivial role in everyday inference and reasoning. As
this work moves forward, it will be valuable to relate it both to formal and to normative
accounts of explanation from philosophy of science, formal epistemology, and other

relevant disciplines.

6. Explanation and discovery



16

Explanation is closely connected with learning. We not only learn by receiving
information in the form of explanations, but also through the very process of seeking and
generating explanations (Lombrozo 2006, 2012). Understanding whether and how
explanations influence learning is not only of practical relevance, but also an important
constraint on both functional and formal accounts of explanation. Here I review a growing
body of work relating philosophical accounts of explanation to the effects of explanation on
learning (for a review of other accounts of explanation and learning, readers are directed to
Fonseca and Chi 2010).

Many studies have compared the consequences of learning new material by
explaining to oneself (without feedback) to those of engaging in a control task, such as
thinking aloud or studying for a matched amount of time (Fonseca and Chi 2010). One
consequence of “learning by explaining” could be that through explaining, the learner
(implicitly) recruits a set of evaluative criteria for what constitutes a good explanation, and
these criteria in turn influence how and what one learns (Lombrozo 2012). In particular,
explanations may need to satisfy some formal constraints (e.g., being non-circular, or
subsuming the explanandum under a more general pattern), and may be better to the
extent that they exhibit explanatory virtues (such as low root simplicity and broad scope).
These ideas have been explored most directly in the context of the “subsumptive
constraints” account (Williams & Lombrozo, 2010, 2013), which focuses on subsumption
and scope. Studies to date, involving both adults and preschool-aged children, find that a
prompt to explain encourages learners to identify and generalize patterns with broad

scope - i.e., those that apply to many cases.
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In Williams and Lombrozo (2010), participants were tasked with learning to classify
two kinds of novel robots from a set of eight exemplars. The exemplars were designed such
that there was a subtle classification rule that accounted for all eight items, and also a more
salient but imperfect rule that accounted for the category membership of only six robots
(i.e.,, the rule had two exceptions). Participants who were prompted to explain why
particular robots might belong to particular categories - without receiving feedback on
their explanations - were significantly more likely to discover the perfect categorization
rule than participants who described the robots, thought aloud while studying them, or
engaged in free study. Subsequent work has replicated the effect with different explanation
prompts (Edwards, Williams, Lombrozo, & Gentner 2014) and with preschool-aged
children learning a novel causal relationship (Walker, Williams, Lombrozo, & Gopnik 2014).

If explanations are better to the extent that they apply to more cases, then those
explanations that account for current and past observations should trump those that only
account for current observations. On the assumption that one’s current beliefs capture at
least some prior observations (or are believed to have broad scope), this predicts that
explanation could magnify effects of prior beliefs. And this appears to be the case: Williams
and Lombrozo (2013) found that relative to participants in control conditions, prompts to
explain led learners to preferentially discover and generalize patterns that were consistent
with prior beliefs, and Walker et al. (2014) found similar effects with preschool-aged
children learning about causal relationships.

In sum, the very process of explaining - even in the absence of feedback - can
influence learning and inference, and at least some effects of explanation on cognition stem

from the very properties of explanations that philosophers have identified, including a
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special role for broad, unifying patterns. One important question for future research
concerns the relationship between these effects of explanation on individuals’ learning and
the role of explanations in science. For instance, how is theory construction and
confirmation influenced by scientists’ search for explanations, and when and why is this

influence beneficial for scientific progress?

7. Explanation and the Negative Program in Experimental Philosophy

Thus far, we've been considering examples of what is sometimes called the “positive
program” in experimental philosophy (see, for example, Alexander, Mallon, & Weinberg
2010), whereby empirical methods and results inform traditionally-philosophical
questions, in this case concerning explanation. Another facet of experimental philosophy is
the “negative program.” In work exemplifying the negative program, empirical results are
used to challenge the practice of relying on philosophical intuitions as evidence for or
against particular philosophical claims. For example, some experimental philosophers have
argued that intuitions about knowledge (e.g., Alexander & Weinberg 2007) and reference
(e.g., Machery, Mallon, Nichols, & Stich 2004) are influenced by factors - such as the order
in which vignettes are presented or one’s culture, respectively - that should be irrelevant
to the truth of the positions they’'re taken to support or refute. Such findings present a
prima facie challenge to the reliability of philosophical intuitions as a guide to the concepts
or claims they aim to elucidate (though they are by no means uncontroversial!).

For those engaged in the negative program, psychological work on explanation
provides potentially lethal ammunition. That’s because intuitions about the quality of

explanations play a role well beyond research that focuses narrowly on explanation itself.



19

Indeed, many philosophical projects proceed by “inference to the best explanation,”
whereby the proponent for some position argues for its merits on the grounds that it
provides the best explanation for some set of facts or intuitions (e.g., Paul 2012; but see van
Inwagen 2009). If this argumentative step is itself suspect, then so are many philosophical
conclusions.

There’s certainly reason to believe that many of the factors that influence
explanatory judgments are imperfect guides to truth. For example, people are more likely
to side with the prosecution’s “explanation” for a criminal act when the evidence is
presented in an order corresponding to how events unfolded (Pennington & Hastie 1992).
Novices are also less able to differentiate circular from non-circular explanations when
irrelevant neuroscience is added (Weisberg et al. 2008). More generally, Trout (2002, 2007,
2008) argues that the “sense” of understanding provided by an explanation is often the
result of psychological processes, such as hindsight bias and fluency effects, that are poor
guides to whether the explanation furnishes actual understanding. If we agree that factors
such as the order in which evidence is presented or the addition of irrelevant science
should be orthogonal to the merits of an explanation, and if we have reason to think that
they nonetheless influence judgments in actual philosophical practice, then empirical
research on explanation might call into question a large body of philosophical work.

My own take on these issues is less pessimistic. First, the role of many such “errors”
in explanatory reasoning could be negligible in philosophical practice. For example, the
influence of evidence presentation order - which is thought to modulate the ease with
which an explanation is constructed - is presumably reduced with time and reflection,

although this prediction has not (to my knowledge) been tested directly. Other errors are
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eliminated with expertise: neuroscience experts, for example, don’t fall prey to the
“seductive allure” of irrelevant neuroscience (Weisberg et al. 2006; see also Erikkson 2012).
More generally, whether and when explanatory considerations should factor into
arguments is itself a question that has been subjected to philosophical scrutiny (e.g.,
Harman 1965; Lipton 2004). The greatest threat to the philosophical practice of IBE is
therefore likely to come from “explanatory errors” that (a) are not moderated by reflection
and expertise, and that (b) typically go unrecognized. It's not clear how often these
conditions will obtain in the context of IBE (although there are almost certainly more
subtle ways in which explanatory considerations pervade cognition, not always for the
better). A final reason for optimism is that psychological research can help identify these

subtle influences, potentially serving as a corrective to philosophical practice.

8. Towards an experimental philosophy of explanation

Despite rich theoretical work on explanation from philosophy, and diverse empirical
work on explanation from psychology, the project of bridging these two fields is in its early
stages. Notably, there have been few attempts to assess the correspondence between
philosophical theories of explanation (i.e., causal, unificationist, pragmatic, etc.) and the
explanatory intuitions of everyday reasoners as a way to evaluate the merits of such
theories as descriptively adequate accounts of human psychology (for possible exceptions,
see Chin-Parker & Bradner 2010 on pragmatic theories, Lombrozo & Carey 2006 on causal
theories of teleological explanations, and Lombrozo, 2011, 2012 for more discussion). On

the flipside, few philosophers have considered the empirical facts of explanatory cognition
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as a serious constraint on their theorizing, except insofar as those facts influence their own
cognizing from the armchair.

Bridging these traditionally philosophical and empirical endeavors is itself a
challenge in need of philosophical treatment. It's not clear whether the explanatory
intuitions of preschool-aged children, for example, should constrain philosophical accounts.
For starters, it depends on whether the accounts are regarded as normative or descriptive,
and if the latter, on what their target is intended to be: explanations in everyday cognition,
explanations in philosophy, explanations by scientists, explanations in the scientific corpus,
etc. And to the extent that such accounts are regarded as normative, it's not clear what
grounds their normativity. As suggested above, one attraction of a functional approach to
explanation is that it could support an instrumental normativity: if we can identify the
functions of explanation (for learning or for scientific discovery), we can then develop ideal
models of what would best satisfy those functions (Lombrozo 2011). Formal approaches to
explanation are likely to play an especially important role in this endeavor.

In sum, given recent developments in the cognitive and developmental psychology
of explanation, in formal epistemology, and in both philosophical and psychological
accounts of causation and understanding, the time seems ripe for an experimental

philosophy of explanation.
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