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Abstract

An actor’s mental states—whether she acted knowingly and with bad intentions—typically play

an important role in evaluating the extent to which an action is wrong and in determining appro-

priate levels of punishment. In four experiments, we find that this role for knowledge and intent is

significantly weaker when evaluating transgressions of conventional rules as opposed to moral

rules. We also find that this attenuated role for knowledge and intent is partly due to the fact that

conventional rules are judged to be more arbitrary than moral rules; whereas moral transgressions

are associated with actions that are intrinsically wrong (e.g., hitting another person), conventional

transgressions are associated with actions that are only contingently wrong (e.g., wearing pajamas

to school, which is only wrong if it violates a dress code that could have been otherwise). Finally,

we find that it is the perpetrator’s belief about the arbitrary or non-arbitrary basis of the rule—not

the reality—that drives this differential effect of knowledge and intent across types of transgres-

sions.
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1. Introduction

Both laypeople’s intuitions and the law accord a prominent role to a perpetrator’s

knowledge and intentions when it comes to assessing the severity of a transgression and

how it should be punished (Cushman, 2008; Mikhail, 2009; Young & Tsoi, 2013). For

example, serving someone a cup of coffee sprinkled with poison is deemed quite a bit

worse when it was done intentionally—with full knowledge that the white powder added

to the coffee was poison—than when it resulted from the false belief that the white
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powder was sugar (Young, Cushman, Hauser, & Saxe, 2007). To take a legal example,

determinations of whether a defendant should be charged with murder versus manslaugh-

ter depend, in large part, on whether the killing was intentional.

Although knowledge and intent often play a central role in moral judgment, recent

findings reveal that these mental states are not equally influential in evaluating transgres-

sions of all types (Barrett et al., 2016; Chakroff et al., 2015; Hawley-Dolan & Young,

2013; Russell & Giner-Sorolla, 2011; Young & Saxe, 2011). This variation is also

reflected in the law: For crimes classified as strict liability, such as speeding or statutory

rape, the American legal system does not require the presence of mens rea—“a guilty

mind”—for a defendant’s conviction. Moreover, laypeople’s intuitive moral judgments

mirror this aspect of the law: Giffin and Lombrozo (2016) found that ignorance was less

mitigating for strict liability crimes compared to crimes such as theft or battery which do

require mens rea. For instance, people treated ignorance that one was speeding (even if

the speedometer was broken) as less mitigating than ignorance that one committed theft

(due, for example, to a false belief about an object’s ownership).

Here we explore the prediction that knowledge and intent are also differentially impor-

tant when it comes to evaluating transgressions of moral rules (such as hitting another

person) versus conventional rules (such as violating a dress code). Specifically, we test

the novel prediction that these mental states have a larger impact in moral cases relative

to conventional cases when evaluating the “wrongness” of a transgressor’s actions and

how a transgressor should be punished. In the sections that follow, we briefly review

prior work that motivates this prediction, and we provide an overview of the four experi-

ments that follow.

1.1. From strict liability to the moral/conventional distinction

One basis for our prediction that knowledge and intent may be less important in evalu-

ating transgressions of conventional rules relative to moral rules comes from recent work

in the psychology of law. Giffin and Lombrozo (2016) found an attenuated role for

knowledge and intent in evaluating strict liability crimes (relative to other crimes), and

they explained this finding by appeal to a legal distinction between transgressions that are

malum in se, or wrong in themselves, versus those that are malum prohibitum, or wrong

because they are prohibited (US v. Morissette, 1952). Battery,1 to take one example, is

arguably wrong in itself: It is wrong to hit another person whether or not there are rules

against harmful physical contact. Driving at 50 miles per hour, in contrast, is not inher-
ently wrong, but becomes wrong if the speed limit is 35 miles per hour. The knowledge

and intent that underlie the commission of crimes that are considered malum in se versus

malum prohibitum could vary accordingly. In the former case, the intention to violate a

rule (e.g., prohibiting battery) is inextricably bound with an additional intention that is

itself reprehensible: an intention to harm. In the latter case, the intention to violate a rule

(e.g., prohibiting speeding) is only contingently bound to a bad intention: Were the rule

against speeding not in place or the speed limit raised to 50 miles per hour, intentionally

driving 50 miles per hour down a well-lit, empty street would be perfectly fine. We might

106 C. Giffin, T. Lombrozo / Cognitive Science 42 (2018)



therefore expect that, in general, the intentions that accompany the knowing transgression

of a rule that is malum in se will be more reprehensible than those that accompany the

knowing transgression of a rule that is malum prohibitum.

Giffin and Lombrozo (2016) found empirical support for this proposal in two forms.

First, they found that when a statute prohibiting a particular act was repealed, judgments

about how wrong the corresponding transgression was went down significantly more for

strict liability crimes than for mens rea crimes. This suggests that the strict liability

offenses were regarded to a greater extent as wrong because they were prohibited (i.e., as

malum prohibitum). Second, Giffin and Lombrozo (2016) found that, on average, partici-

pants judged strict liability laws more arbitrary than those governing mens rea crimes,

suggesting that participants regarded the latter as linked more intrinsically to non-arbi-

trary matters of harm—that is, to acts that are malum in se, or wrong in themselves.

The distinction between malum prohibitum and malum in se finds a counterpart in

research on moral psychology, where scholars have differentiated between transgressions

of moral and conventional rules. In classic experiments, Turiel and colleagues presented

children with stories in which an actor violated a rule. The children were asked to judge

how bad the actor’s behavior was, both with the rule in place and in a situation in which

the rule did not apply (Turiel, 2008a; Weston & Turiel, 1980). They found that children

as young as 6 years old judged transgressions of moral rules (such as hitting another

child) wrong, even when no explicit rule was in place, suggesting that they found the act

to be wrong in itself. However, transgressions of conventional rules (such as a dress

code) were only judged wrong when the rule was in place, suggesting the act was wrong

merely because it was prohibited.

The importance of the moral/conventional distinction is further supported by more

recent developmental work, which finds that children are sensitive to the fact that people

can choose to opt out of conventional rules, in a way that is not appropriate when the

rule is moral (Josephs & Rakoczy, 2016). Moreover, the distinction is reflected in a vari-

ety of behaviors that emerge before the age of 6: 5-year-old children tattle and have

stronger emotional reactions to moral transgressions than to conventional transgressions

(Hardecker, Schmidt, Roden, & Tomasello, 2016), and 3- and 4-year-olds differentiate

between moral and conventional rules insofar as they place more emphasis on freedom of

action in the moral domain (Josephs, Kushnir, Grafenhain, & Rakoczy, 2016). Specifi-

cally, Josephs et al. (2016) found that children were more likely to protest when an agent

violated a moral rule if the agent did so when alternative actions were available (as

opposed to being constrained in their choice of actions), but that the availability of alter-

natives had a smaller impact on protests directed toward agents who violated conven-

tional rules.

While scholars differ in how they conceptualize the moral/conventional distinction

(e.g., Nichols, 2008; Turiel, 2008b; Weston & Turiel, 1980), one important element

seems to be the arbitrariness of a prohibition: Like the rules against strict liability evalu-

ated by participants in Giffin and Lombrozo (2016), conventional rules are somewhat

arbitrary in the sense that they could have been different (e.g., the color specified by a

dress code, the specific side of the plate on which a fork is placed), even when there are
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good reasons for having some sort of regulation in place. In Josephs et al. (2016), for

example, the conventional rules specified which color marble should be placed in which

box—a rule that could easily have been different.

The results from Giffin and Lombrozo (2016), combined with the developmental work

on the moral/conventional distinction, generate a previously unexplored prediction: that

knowledge and intent should have a greater impact on how people evaluate the “wrong-

ness” of transgressions involving moral rules versus conventional rules, with correspond-

ing effects for the levels of punishment deemed appropriate in each case. Put differently,

the gap between how wrong it is to hit someone knowingly versus accidentally should be

greater than the gap between how wrong it is to break the dress code knowingly versus

accidentally. Across four experiments, we find support for this prediction and test com-

peting hypotheses about what drives differential effects of knowledge and intent across

different types of transgression.

1.2. Overview of experiments

In Experiment 1, we find support for our key prediction. While transgressions of both

moral and conventional rules are judged more harshly when an actor transgressed know-

ingly as opposed to unknowingly, the effect of knowledge is greater for transgressions of

moral rules than of conventional rules. In Experiment 2, we test two candidate explanations

for this effect: that it is driven by greater expected or actual harm in moral cases, or that the

critical difference instead lies in the fact that moral transgressions are malum in se, whereas

transgressions of convention are often malum prohibitum, as they involve the transgression

of a somewhat arbitrary convention. We find support for the latter explanation, and in

Experiment 3 go on to test the role of arbitrariness experimentally. Finally, in Experiment 4,

we investigate whether it is the reality (whether a rule is in fact arbitrary) or the transgres-

sor’s beliefs (whether she believes that the rule is arbitrary) that drives judgments.

2. Experiment 1

In Experiment 1, we test the prediction that a perpetrator’s knowledge and intent mod-

erate how wrong a transgression is perceived to be and how much punishment is deemed

appropriate, but that this role is greater in evaluating transgressions of moral rules (here-

after referred to as “moral transgressions”) than of conventional rules (hereafter referred

to as “conventional transgressions”). To do so, we compare judgments of “wrongness”

(i.e., how wrong an act is judged to be) and punishment across vignettes involving trans-

gressions of a stipulated moral or conventional rule, where the transgression is committed

knowingly or unknowingly (i.e., due to an accident or false belief concerning something

other than the rule itself). In other words, we test the prediction that the evaluation of

moral transgressions is more “knowledge dependent” than the evaluation of conventional

transgressions. For the sake of continuity with previous research, we also attempt to repli-

cate the well-established finding that judgments concerning conventional transgressions
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tend to be more “rule dependent” (i.e., contingent on the presence of a rule) than those

concerning moral transgressions.

2.1. Methods

2.1.1. Participants
Two hundred and forty adults (105 females, 134 males, 1 other/prefer not to specify;

Mage = 32, SD = 15) participated in the study through Amazon Mechanical Turk for

monetary compensation. An additional 28 participants were tested, but they were

excluded for failing catch questions (27) or to ensure even numbers in all conditions (1).

Participation was restricted to workers with IP addresses in the United States and an

approval rating of 95% or higher on previous tasks.

2.1.2. Materials and procedure
The experimental stimuli consisted of 12 distinct vignettes, six of which concerned

conventional transgressions and six of which concerned moral transgressions. Six of the

vignettes (Teacher’s Title, Greeting, Baseball, Dollar, Pushing, and Embezzler) were

based on vignettes originally presented to children by Davidson, Turiel, and Black

(1983). The Embezzler vignette was additionally modified to take place in a school set-

ting (see Appendix S1 for full stimuli).

Each participant read only 1 of the 12 vignettes, leading to 12 conditions. Participants

first read the unknowing version of their assigned vignette and answered wrongness and

punishment questions. For instance, the unknowing Baseball vignette read:

Jack is a boy who likes to play games, especially baseball . . . There’s a rule that all

the students on the Blue Jays’ team wear blue shirts with the school logo on the back

to baseball practice. The school takes this rule and respect for the school and its logo

very seriously.

One day, Jack was getting ready for a baseball practice. He was in a hurry to get to

the bus on time, so he dressed quickly and left. Jack didn’t realize he had grabbed the

wrong blue shirt. So Jack went to the practice wearing a blue shirt that did not have

the school logo on the back, in violation of the long-standing school policy.

Because Jack was wearing the wrong shirt, he was allowed to practice that day, but

was sent to the principal’s office after practice.

Participants were then asked, in random order:

Wrongness. “How wrong was [Actor’s action]?” Participants indicated their answer on

a scale from 0 (not at all wrong) to 6 (very wrong).
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Punishment. “Students who break a rule at [Actor’s] school are given school service

hours during which they clean classrooms, organize supplies, and pick up trash on the

grounds. How many hours of school improvement service should [Actor] get?” Partici-

pants indicated their answer on a scale from 0 to 6 hours.

Participants were then asked to imagine that the actor had instead violated the rule

knowingly, and again rated wrongness and punishment.2 Below is the knowledge change
prompt from the Baseball story:

Knowledge Change. “Suppose that Jack had actually realized, while he was dressing,

that the shirt he was about to put on for practice violated the rule—that is, that it

didn’t have the logo on the back. And suppose that he decided to wear it anyway. In

this case, where Jack knowingly violated the rule, how would you respond to the fol-

lowing questions? (Your responses may be the same as those you just provided, or

they may differ.)”

In no case (for either moral or conventional transgressions) did the vignette specify

that the actor violated the rule with the intention to cause harm or disruption; in most

cases the motivation resulted from a desire for change (e.g., being tired of following the

rule).

Next, participants were told to imagine that the rule was not in place, and they

answered the evaluative questions a final time. These ratings were solicited to repli-

cate prior findings that conventional transgressions are more rule dependent than moral

transgressions, and thus as verification that our vignettes successfully presented trans-

gressions that were “moral” versus “conventional” in the relevant sense. The wording

of these questions (again presented in random order) was identical to that above, but

it was preceded by a rule change.3 Below is the rule change prompt from the Base-

ball story:

Rule Change. “Finally, suppose that Jack’s school had no rule prohibiting wearing a

shirt without the school logo to practice, and Jack knowingly wore a shirt without the

school logo to practice. In this case, with no rule about how to dress for practice in

place, how would you respond to the following questions? (Your responses may be the

same as those you’ve provided, or they may differ.)”

Finally, on a separate screen, participants were presented with a true/false comprehen-

sion question relating to the vignette they had just read, and they answered one additional

catch question, modeled after Oppenheimer, Meyvis, and Davidenko (2009). These ques-

tions were used to assess whether participants had read the vignette and the instructions

carefully; those who answered either question incorrectly were excluded from further

analyses. To conclude, participants answered demographic questions about their age and

gender.
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2.2. Results

Participants responded to the wrongness and punishment questions three times: for the

initial unknowing transgression (with a rule in place), the subsequent knowing transgres-

sion (with a rule in place), and the final no rule transgression (with no rule in place). We

first present the results from the first two sets of judgments as a measure of “knowledge

dependence,” and we then consider the final two sets to evaluate “rule dependence.”

2.2.1. Knowledge dependence
To test the prediction that judgments regarding conventional transgressions are less

“knowledge dependent” than those regarding moral transgressions, we performed mixed

ANOVAs with knowledge status as a within-subjects variable (2: knowing, unknowing),
transgression domain as a between-subjects variable (2: conventional, moral), and either

wrongness or punishment ratings as the dependent variable (see Fig. 1). We expected to

find a main effect of knowledge status, with higher ratings for knowing transgressions

than for unknowing transgressions, qualified by an interaction between knowledge status

and transgression domain, with a larger effect of knowledge status for moral transgres-

sions than for conventional transgressions.

As predicted, this analysis revealed a main effects of knowledge status for both wrong-

ness, F(1, 238) = 465.33, p < .001, g2
p = .66, and punishment, F(1, 238) = 382.16,

p < .001, g2
p = .62; in both cases, ratings were higher for knowing than for unknowing

transgressions (see Fig. 1). However, this main effect was qualified by the predicted inter-

action between knowledge status and transgression domain, for both wrongness,

F(1, 238) = 12.84, p < .001, g2
p = .05, and punishment, F(1, 238) = 33.06, p < .001,

g2
p = .12. Independent samples t-tests comparing the average difference between partici-

pants’ ratings for the knowing and unknowing vignettes confirmed that the knowledge

effect was greater for moral than conventional transgressions for both wrongness

(MM = 3.01, SDM = 1.74; MC = 2.11, SDC = 1.64), t(238) = 4.12, p < .001, d = .53, and

punishment (MM = 2.68, SDM = 1.81; MC = 1.45, SDC = 1.34), t(221) = 5.97, p < .001,

d = .80 (corrected for violating Levene’s test).

Fig. 1. Ratings for wrongness and punishment for all vignette versions as a function of transgression type.

Error bars correspond to 1 SEM in each direction.
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Finally, there was also a main effect of transgression domain for both wrongness,

F(1, 238) = 36.51, p < .001, g2
p = .13, and punishment, F(1, 238) = 73.47, p < .001,

g2
p = .24, with higher ratings for moral transgressions than for conventional transgressions.

2.2.2. Rule dependence
Contingency on the presence of a rule (“rule dependence”) was measured by subtract-

ing participants’ wrongness and punishment ratings after the rule change from their corre-

sponding scores for the knowing vignettes. Independent t-tests were performed on these

difference scores, and we predicted a greater difference for conventional relative to moral

transgressions.

As predicted, these analysis found that rule dependence was significantly greater for

conventional than moral transgressions for wrongness (1.91 vs. 1.43), t(238) = 6.93,

p < .001, d = .90, and nearly so for punishment (2.76 vs. 0.942), t(221) = 1.89, p < .06,

d = .25 (corrected for violating Levene’s test).

2.3. Discussion

Experiment 1 found that relative to judgments concerning conventional transgressions,

those concerning moral transgressions were more sensitive to whether the actor trans-

gressed knowingly versus unknowingly. This was the case for judgments of wrongness

and also for our measure of punishment (service hours). To our knowledge, this is the

first demonstration that a transgressor’s mental states differentially influence judgments of

wrongness and punishment when it comes to moral versus conventional transgressions.

We also found that relative to judgments concerning moral transgressions, those concern-

ing conventional transgressions were more contingent on the presence of a rule. This is a

familiar finding from the literature on the moral/conventional distinction, but helps con-

firm that our vignettes varied appropriately along this dimension.

While Experiment 1 supports our key prediction that knowledge and intent have a

greater impact in evaluating moral versus conventional transgressions, the findings do not

reveal why. An important question thus remains: What is it about the domain of the

moral versus the conventional that drives the differential role of knowledge and intent?

One possibility is that the moral transgressions in Experiment 1 were simply more severe

than the conventional transgressions: If they involved greater harm, the associated inten-

tions may have been regarded as more “wrong” and deserving of punishment. Indeed,

moral transgressions do tend to be more severe (Smetana, 1995), and Experiment 1 found

a main effect of domain, with harsher judgments for moral vignettes than for conven-

tional vignettes.

On the other hand, past work has found that severity is insufficient to fully account for

differences in judgment across the moral and conventional domains (Tisak & Turiel,

1988), though scholars have offered competing accounts of what the additional difference

might be (Nichols, 2008; Turiel, 2008b; Weston & Turiel, 1980). One account argues that

conventions are fundamentally arbitrary (Turiel, 2008a), whereas moral norms stem from

non-arbitrary considerations of harm (Turiel, 2008b). For instance, it is important that we
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have some convention about which side of the road to drive on, but the specific rule (to

drive on the right vs. the left) is arbitrary, varying from country to country. In contrast,

moral rules are less likely to be regarded as arbitrary matters of preference (Goodwin &

Darley, 2012; see also Sarkissian, Parks, Tien, Wright, & Knobe, 2011).

This suggests a second possibility: that the relevant difference between the moral and

conventional domains stems from the fact that moral rules are non-arbitrary and intrinsi-

cally linked to harm. As a result, knowingly violating a moral rule is intrinsically linked

with an intention to harm, whereas knowingly violating a conventional rule is only con-

tingently associated with bad intentions: There is nothing wrong with the intention to

wear a shirt without a school logo, and it only becomes wrong in the context of a rule

prohibiting this behavior. On this view, it is not the degree of harm caused that differenti-

ates the moral from the conventional, but rather how the harm is linked to the transgres-

sive act. Reflecting this difference, Table 1 represents how attributions of knowledge and

intent might shift at each step of Experiment 1: when the transgression is committed

unknowingly, when it occurs knowingly, and when it occurs with no rule in place.

As the table reveals, the difference in mental states across the knowing and unknowing

transgressions is greater for moral transgressions than for conventional transgressions:

The former involves an additional “intention to cause harm” in the knowing case. We

propose that this explains the greater knowledge dependence of moral transgressions rela-

tive to conventional transgressions. However, it is the conventional cases that involve a

greater shift from the knowing transgression to the scenario without a rule: For the moral

transgressions, the intention to cause harm is preserved across both cases, but for conven-

tional cases no knowledge or intent remains. We propose that this explains the greater

rule dependence of conventional transgressions relative to moral transgressions.

Of course, the violation of a conventional rule could also be accompanied by an inten-

tion to harm. For instance, someone could drive on the wrong side of the road with the

intention to harm other drivers or violate a dress code with the intention of hurting some-

one’s feelings. Our contention is not that such intentions do not occur, but rather that

they are not entailed by the intentional rule breaking itself. In contrast, it is difficult to

imagine a moral transgression that is not accompanied by an intention to harm, even if

such an intention is unspecified (as was the case for our vignettes). Except in very rar-

efied cases, an intention to hit or steal involves an intention to harm.

Table 1

Representation of the knowledge and intent one might attribute to the perpetrator at each step of Experiment

1, as a function of domain

Moral Conventional

Unknowing transgression Knowledge of rule Knowledge of rule

Knowing transgression Knowledge of rule Knowledge of rule

Intention to break rule Intention to break rule

Intention to cause harm

No rule Intention to cause harm
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If this analysis is correct, then a key difference between moral and conventional trans-

gressions stems from the fact that conventional rules are somewhat arbitrary—this is what

renders the intention to violate a conventional rule only contingently associated with

additional bad intentions. Experiment 2 tests this possibility while controlling for the

overall severity of the transgressions.

3. Experiment 2

In Experiment 2, we sought to replicate the key finding from Experiment 1: that

whether a transgression is committed knowingly versus unknowingly has a greater impact

on the evaluation of moral transgressions relative to conventional transgressions. How-

ever, we also sought to identify what it is about moral and conventional transgressions

that drives this differential effect.

To test the possibility that the moral vignettes simply involved greater harm than the

conventional vignettes, we more closely matched our knowing moral and conventional

transgressions along a variety of dimensions, including the amount of harm that a third

person would have expected from the transgression, the amount of harm the actor fore-

saw, and the amount of harm that actually occurred. To accomplish this, we pretested our

stimuli and additionally verified that these dimensions were matched in a post-test. If dif-

ferences along these dimensions are responsible for the greater knowledge dependence of

moral transgressions relative to conventional transgressions, then we should expect the

domain differences observed in Experiment 1 to disappear in Experiment 2.

A second possibility is that knowledge dependence is driven by more than just actual

harm, and instead depends on the nature of the perpetrator’s intentions. Because conven-

tional rules are somewhat arbitrary and not intrinsically linked to harm, the intentions

associated with knowingly breaking a conventional rule are only bad contingently. These

ideas generate two pairs of predictions. First, conventional rules should be regarded, on

average, as more arbitrary than moral rules, in the sense that they could reasonably have

been specified differently. Moreover, perceived arbitrariness should be a negative predic-

tor of the magnitude of the knowledge effect. Second, the intentions associated with

knowing moral transgressions should be regarded, on average, as worse than the inten-

tions associated with conventional transgressions, and perceived badness of the intentions

should be a positive predictor of the magnitude of the knowledge effect. We test these

predictions in Experiment 2.

3.1. Methods

3.1.1. Participants
Two hundred and eighty adults (155 females, 124 males, 1 other/prefer not to specify;

Mage = 35, SD = 11) participated in the study through Amazon Mechanical Turk as in

Experiment 1. An additional 42 participants were tested but were excluded for failing

catch questions (36) or to ensure even numbers in all conditions (6).
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3.1.2. Materials and procedure
The experimental stimuli consisted of eight vignettes, five of which were used in the pre-

vious experiment (dress code, lunch table, tardy, throwing, and pushing), and three of which

(hall monitor, candy, burner) were created for this experiment after pretesting items to better

equate harm across transgression domains (see Appendix S4 for full stimuli).

Each participant read only one of the eight vignettes, leading to eight distinct condi-

tions. As in Experiment 1, participants first read the unknowing version of their assigned

vignette and answered the wrongness and punishment questions used in Experiment 1.

Participants were then asked to provide the same ratings assuming the actor had violated

the rule knowingly, using the same knowledge change prompt as in Experiment 1. The

order of the wrongness and punishment questions was randomized in each case.

After these ratings, participants rated the event, assuming the actor did know the rele-

vant facts, along a series of dimensions related to harm and intent. The questions were

presented in randomized order, and all were rated on a scale of 1 (none at all) to 7 (a
great deal). The questions are provided below:

Expected Harm. “How much harm could [Actor’s] actions have been expected to

cause?”

Foreseen Harm. “How much harm do you think [Actor] believed his/her actions would

cause?”

Actual Harm. “How much harm did [Actor’s] actions actually cause?”

Intentions. “How wrong was [Actor’s] intention when she behaved this way?”

Next, participants provided a rating of how arbitrary they found each of the rules used

in Experiment 1 as well as the new rules added for Experiment 2, even though they had

only read one rule. Participants used a 1 (not at all arbitrary) to 7 (completely arbitrary)
rating scale. Below are the instructions that preceded the arbitrariness judgments:

“Below you will see a list of school rules. We’d like you to give your intuitions about

how arbitrary each rule seems to you. That is, do you believe that there’s a good rea-

son for the rule to draw the line where it does in terms of which actions are allowed

versus not allowed? Or does it seem like the rule is somewhat arbitrary in the sense

that it could reasonably have been formulated a little differently, with a slightly differ-

ent set of actions ruled in versus ruled out?

Please do not consult any outside resources, like other people or websites. We are

interested in your own intuitions. Even if you think all the rules are somewhat arbitrary

or not at all arbitrary, please take note of which seem more or less arbitrary and

respond accordingly.”
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One concern in equating our vignettes in terms of various facets of harm is that in

doing so, we may have inadvertently blurred or erased the boundary between moral and

conventional transgressions. In addition to the question about arbitrariness, we therefore

introduced an explicit judgment concerning the transgression domain. Participants made

judgments about all rules used in Experiments 1 and 2 using a rating scale from 1

(clearly about morality) to 7 (clearly about conventions/norms). Below is the paragraph

that preceded these judgments:

Morality of Action. “Actions can be wrong in multiple ways. Some are morally wrong,

such as vandalizing a car. Others are wrong because they violate a group convention

or norm, such as driving on the wrong side of the road.

Please rate the rules below on the following scale, from (1) clearly a rule about some-

thing moral to (7) clearly a rule about a group convention or norm. Please do not con-

sult any outside resources, like other people or websites. We are interested in your

own intuitions.”

The relatively minor offense of vandalizing a car was used to help participants focus

on the intended dimension (moral vs. conventional) rather than on severity.

Finally, participants answered the same catch and demographic questions used in

Experiment 1.

3.2. Results

3.2.1. Harm ratings
First, we verified that we succeeded in equating the moral and conventional vignettes

along various dimensions of harm. We ran independent samples t-tests comparing the

three harm ratings as a function of domain (2: moral, conventional). These tests revealed

that for expected harm and believed harm, there were no significant differences across

domains, ps > .174. For ratings of actual harm there was a significant difference,

t(229) = 4.08, p < .001, d = .54 (corrected for violating Levene’s test), but ratings were

higher for the conventional vignettes than for the moral vignettes (MC = 2.84,

SDC = 1.97; MM = 2.04, SDM = 1.19). These findings confirm that we succeeded in mak-

ing the moral transgressions no worse than the conventional transgressions along these

dimensions of harm.

3.2.2. Domain ratings
In light of the ways in which our vignettes were matched in terms of harm, it was

important to test whether the moral and conventional vignettes were still clearly differen-

tiated in terms of their perceived domain. Averaging judgments for the four moral trans-

gressions versus the four conventional transgressions, a paired samples t-test revealed that

our moral rules were found to be based significantly more on moral precepts than were

our conventional rules (MM = 2.63, SDM = 1.06; MC = 5.98, SDC = 1.01), t(279)= 31.71,
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p < .001, d = 3.80. The same difference was observed if we considered a single rating

from each participant corresponding to the moral basis of the rule in the vignette that

they evaluated, and performed an independent samples t-test with domain as a between-

subjects factor (MM = 2.61, SDM = 1.83; MC = 5.96, SDC = 1.36), t(257) = 17.32,

p < .001, d = 2.16.

3.2.3. Knowledge dependence
Having verified that harm was no greater for the moral vignettes than the conven-

tional vignettes (despite preserving a difference in perceived domain), we went on to

test the prediction that judgments about conventional transgressions should still be less

knowledge dependent than corresponding judgments about moral transgressions. Mirror-

ing Experiment 1, we performed mixed ANOVAs with knowledge status as a within-sub-

jects variable (2: knowing, unknowing), transgression domain as a between-subjects

variable (2: conventional, moral), and either wrongness or punishment ratings as the

dependent variable (see Fig. 2). As in Experiment 1, we expected to find a main effect

of knowledge status qualified by an interaction between knowledge state and transgres-

sion domain, with a larger effect of knowledge for moral than conventional transgres-

sions.

Mirroring Experiment 1, the analysis revealed a significant main effect of knowledge

status for both wrongness, F(1, 278) = 366.20, p < .001, g2
p = .568, and punishment,

F(1, 278) = 374.73, p < .001, g2
p = .574, with higher ratings for the knowing vignettes.

As predicted, these main effects were qualified by significant interactions between knowl-

edge status and transgression domain for both wrongness, F(1, 278) = 7.42, p < .007,

g2
p = .03, and punishment, F(1, 278) = 11.45, p < .001, g2

p = .04. Independent samples

t-tests on the average difference score between the knowing and unknowing ratings

revealed that the knowledge effect was significantly greater for moral than conventional

transgressions for both wrongness (MM = 2.44, SDM = 1.95; MC = 1.83, SDC = 1.77),

t(278) = 2.73, p < .007, d = .41, and punishment (MM = 1.80, SDM = 1.35; MC = 1.26,

SDC = 1.30), t(278) = 3.38, p < .001, d = .41.

Fig. 2. Ratings for wrongness and punishment for both knowledge states as a function of transgression type.

Error bars correspond to 1 SEM in each direction.
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The main effect of transgression domain was not significant for wrongness,

F(1, 278) = 2.72, p < .431, g2
p = .002, but it was significant for punishment, F(1, 278)

= 8.90, p < .003, g2
p = .031, with punishment being higher for conventional

(MUK = 1.53, SDUK = 1.64; MK = 2.79, SDK = 1.87) than moral (MUK = 0.76,

SDUK = 0.89; MK = 2.56, SDK = 1.59) transgressions.

3.2.4. Arbitrariness ratings
To assess whether there were domain differences in the perceived arbitrariness of dif-

ferent types of transgressions, we computed a pair of averages for each participant: the

average arbitrariness ratings for the four rules corresponding to our moral vignettes versus

those corresponding to our conventional vignettes. A paired samples t-test revealed that

moral rules were rated significantly less arbitrary than conventional rules (MM = 2.65,

SDM = 0.019; MC = 3.85, SDC = 0.076), t(279) = 11.87, p < .001, d = 1.42. This same

pattern was observed if we considered a single rating from each participant corresponding

to the arbitrariness of the rule in the vignette that was evaluated, and performed an inde-

pendent samples t-test with domain as a between-subjects factor (MM = 2.62,

SDM = 1.95; MC = 3.81, SDC = 1.97), t(278) = 5.06, p < .001, d = .61.

3.2.5. Intention ratings
We also predicted that the perpetrator’s intention would, on average, be perceived as

more wrong in the moral vignettes than in the conventional vignettes. However, an inde-

pendent samples t-test comparing intention ratings as a function of domain did not reveal

a significant difference, t(278) = .561, p < .575, d = .07. It may be that in equating fore-

seen harm we effectively erased domain differences in intent, or that by asking specifi-

cally about the wrongness of the perpetrator’s intentions, we missed out on other relevant

mental states.

3.2.6. Predicting knowledge effects
As in Experiment 1, we found that judgments concerning moral transgressions were

more sensitive to knowledge than corresponding judgments about conventional transgres-

sions. We also found, as predicted, that participants rated conventional rules as signifi-

cantly more arbitrary than moral rules. However, participants did not judge the intention

of the actor to be significantly worse in the moral vignettes, as we had predicted. Regard-

less, we still predicted that the arbitrariness of the rule and the wrongness of the intention

would be significant predictors of the knowledge effect—with arbitrariness as a negative

predictor and wrongness of intention as a positive predictor. Thus, we ran simultaneous

linear regressions for both wrongness and punishment with arbitrariness and intention rat-

ings as predictors of the difference in ratings between the knowing and unknowing vign-

ettes.

As predicted, the arbitrariness of the rule was a significant, negative predictor while

the wrongness of the actor’s intention was a significant, positive predictor for both the

wrongness knowledge effect, R2 = .078, F(2, 277) = 12.77, p < .001, and the punishment

knowledge effect, R2 = .062, F(2, 277) = 10.19, p < .001 (see Tables 2 and 3).
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3.3. Discussion

Experiment 2 replicated both the punishment and wrongness knowledge effects found

in Experiment 1. We found that judgments concerning moral transgressions were more

sensitive to knowledge than corresponding judgments concerning conventional transgres-

sions, despite the fact that none of the harm measures were significantly higher for moral

transgressions.

Furthermore, Experiment 2 offers support for our proposal that the knowledge effect is

tracking the arbitrariness of the rule that is transgressed, as well as the intentions of the

actor. We found that participants rated conventional rules to be more arbitrary, and that

arbitrariness was a negative predictor of the magnitude of knowledge effects.4 We also

found that the wrongness of the intention was a positive predictor of both knowledge

effects.

One of our predictions was not confirmed: the actor’s intentions were not perceived as

significantly more wrong for knowing moral transgressions than for knowing conventional

transgressions. One possible explanation is that our intention question was simply too nar-

row to capture the full range of mental states that participants considered. For instance,

participants might have believed that while intentions were not significantly worse in the

moral vignettes, the actor should have taken more care.

In sum, Experiment 2 succeeded in replicating the domain differences observed in

Experiment 1 while ruling out the possibility that these differences were driven by greater

anticipated, foreseen, or actual harm in the moral vignettes. The findings also supported

three of our four novel predictions: We found that the conventional rules were judged to

Table 2

Regression results for the wrongness knowledge effect

Model

Unstandardized

Coefficients
Standardized

Coefficients

t SignificanceB SE Beta

Constant 1.862 0.292 6.374 .000

Arbitrariness �0.146 0.053 �0.158 �2.724 .007

Intention 0.199 0.051 0.225 3.885 .000

Table 3

Regression results for the punishment knowledge effect

Model

Unstandardized

Coefficients
Standardized

Coefficients

t SignificanceB SE Beta

Constant 1.358 0.211 6.444 .000

Arbitrariness �0.094 0.039 �0.142 �2.435 .016

Intention 0.129 0.037 0.203 3.471 .001
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be more arbitrary than the moral rules, and that arbitrariness was associated with a smal-

ler knowledge effect. We also found that the wrongness of the intention associated with a

knowing transgression predicted the magnitude of the knowledge effect, but we did not

find that intentions were perceived to be more wrong in the moral vignettes than the con-

ventional vignettes.

4. Experiment 3

In Experiments 1 and 2, we found support for the prediction that relative to con-

ventional transgressions, the evaluation of moral transgressions is more sensitive to

the perpetrator’s knowledge and intent. In Experiment 2, we found that this differ-

ence remains when moral and conventional transgressions are matched across a vari-

ety of dimensions of harm. Experiment 2 also suggested that a relevant difference

between moral and conventional transgressions is the extent to which the violated

rule is perceived to be arbitrary in the sense that it could reasonably have been

otherwise. In Experiment 3, we pursue this association experimentally by manipulat-

ing whether otherwise-matched actions violate rules that are arbitrary or non-arbi-

trary.

All rules in Experiment 3 involved the prevention of harm, and thus fall under the

moral domain. In order to effectively manipulate whether such rules were perceived to be

more or less arbitrary, we developed vignettes in an alien world for which we could stip-

ulate associated harms without challenging participants’ preconceptions about what was

or was not arbitrary. Each rule specified some threshold—for example, that (alien) stu-

dents were not permitted to watch gory movies below the age of 15, because younger stu-

dents were more likely than older students to suffer negative emotional consequences

from doing so. Thus, the presence of some rule was not arbitrary, but the exact threshold

of 15 years could be. Half the participants were told that the threshold was based on a

discrete developmental change that occurs at exactly age 15, and it was therefore not

arbitrary. The remaining participants were told that there was a more gradually changing

continuum, so the exact choice of 15 was arbitrary in that 14.5 or 15.5 could reasonably

have been chosen instead. We could thus test the prediction that judgments would be

more sensitive to mental states for non-arbitrary rules relative to arbitrary rules using

actions that were otherwise identical.

4.1. Methods

4.1.1. Participants
Two hundred and forty adults (103 females, 135 males, 2 other/prefer not to specify;

Mage = 33, SD = 11) participated in the study through Amazon Mechanical Turk as in

Experiments 1 and 2. An additional 90 participants were tested, but they were excluded

for failing catch questions (46) or to ensure even numbers in all conditions (44).
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4.1.2. Materials and procedure
The experimental stimuli consisted of six distinct vignettes (movies, humming, vita-

mins, dumping, laser gun, and speeding). The stimuli involved an alien school on an alien

planet. The shift to an alien world, while regrettable in some respects, was deemed neces-

sary as a way to exert experimental control over participants’ beliefs about the relation-

ship between different actions and possible harms.

Each vignette had two variants, one in which the rule had been set arbitrarily and one

in which the rule had been set non-arbitrarily, with arbitrariness as a between-subjects

factor. For example, in the humming vignette, all participants learned about a rule con-

cerning where they could practice loud and potentially disruptive alien humming: They

were not allowed to do so within 15 feet of an occupied classroom. The relevant excerpt

from the arbitrary and non-arbitrary versions of the humming vignette are presented

below (see Appendix S5 for full stimuli):

Arbitrary. “. . . The school administration chose the distance of 15 feet somewhat arbi-

trarily. There isn’t any reason to suspect that the noise would be much more disruptive

at 14.5 feet than at 15.5 feet, but they had to choose some distance cutoff, and decided

on 15 feet. . .”

Non-Arbitrary. “. . . The school administration chose the distance of 15 feet after care-

ful research on the unique auditory capabilities of their species. Aliens of their species

can hear the noises clearly if they are made within exactly 15 feet. Beyond that dis-

tance, however, the noises fall below the critical threshold for the alien’s auditory sys-

tem, so they are barely audible and no longer distracting. . .”

Participants first read the unknowing version of their assigned vignette and answered

the questions about wrongness and punishment from Experiments 1 and 2. As in Experi-

ments 1 and 2, participants were then asked to imagine that the actor had knowingly vio-

lated the rule and to answer the questions once again. The question order was

randomized in each case.

Finally, as in Experiment 1, participants were asked to imagine that the rule was not in

force and to answer the wrongness and punishment questions a third and final time. In

this experiment, we took care to inform the participant that the rule change was not due

to a change in the harm caused by the action. We took this extra step because those par-

ticipants who read an arbitrary version of a vignette might be more likely to believe that

the rule had been changed because the action was not actually causing harm at the arbi-

trarily selected threshold. That is, as the rule was set arbitrarily, a rule change might be

taken as an indication that the rule was ill conceived and unnecessary from the start.

Below is a sample from the Humming vignette:

Rule Change. “Finally, suppose that due to a clerical error, the rule against humming

within 15 feet of a classroom had never been put in the school charter and therefore

could not be enforced. That is, suppose that Bernice’s school EFFECTIVELY had no
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rule prohibiting humming within 15 feet of an occupied classroom, and Bernice prac-

ticed her humming at her locker. In this case, with no rule about humming in place,

how would you respond to the following questions? (Your responses may be the same

as those you’ve provided, or they may differ.)”

After participants read all three versions of their assigned vignette (unknowing, know-

ing, and no rule), they answered catch questions and demographic questions similar to

those in Experiments 1 and 2.

4.2. Results

4.2.1. Knowledge dependence
To test our prediction that knowledge and intent play a greater role in evaluating trans-

gressions of non-arbitrary rules than of arbitrary rules, we performed mixed ANOVAs with

rule type (2: arbitrary, non-arbitrary) and vignette (6: movies, humming, vitamins, dumping,

laser gun, and speeding) as between-subjects’ factors, knowledge state (2: unknowing,

knowing) as a within-subjects measure, and either wrongness or punishment (service hours)

as the dependent variable (see Fig. 3). We predicted a greater knowledge effect for the non-

arbitrary transgressions, mirroring the greater knowledge effect seen for moral transgres-

sions. This would manifest as an interaction between rule type and knowledge state.

As predicted, we found a significant interaction between knowledge state and rule type

for both wrongness, F(1, 228) = 6.96, p < .009, g2
p = .03, and punishment, F(1, 228)

= 13.31, p < .001, g2
p = .06: The increase in ratings from the unknowing condition to the

knowing condition was greater for non-arbitrary transgressions than for arbitrary trans-

gressions, both for judgments of wrongness (MNA = 2.37, SDNA = 1.70; MA = 1.81,

SDA = 1.60), t(238) = 2.62, p < .009, d = .34, and for punishment (MNA = 2.28,

SDNA = 1.55; MA = 1.58, SDA = 1.38), t(238) = 3.65, p < .000, d = .47.

The analysis also revealed a main effect of knowledge state, with higher ratings in the

knowing condition than the unknowing condition for both wrongness, F(1, 228) = 388.96,

p < .001, g2
p = .63, and punishment, F(1, 228) = 414.22, p < .001, g2

p = .65. We did not

Fig. 3. Ratings for wrongness and punishment for all mental states as a function of transgression type. Error

bars correspond to 1 SEM in each direction.

122 C. Giffin, T. Lombrozo / Cognitive Science 42 (2018)



find a main effect of rule type, for either wrongness, t(238) = 0.55, p > .580, d = .07, or

punishment, t(238) = 0.27, p > .787, d = .04. There were no main effects nor interac-

tions involving vignette.

4.2.2. Rule dependence
Finally, might transgressions of arbitrary rules mimic conventional transgressions in

their contingency on a rule? To answer this question, we created a measure to reflect the

effect of the rule, following the same procedure as in Experiment 1. We performed a ser-

ies of 2 (rule type: arbitrary, non-arbitrary) 9 6 (vignette: movies, humming, vitamins,

dumping, laser gun, and speeding) ANOVAs to assess the rule effect. Contrary to our

expectations, we found no significant difference between arbitrary and non-arbitrary trans-

gressions for wrongness (p > .19), but we did see a significant difference for school

service hours F(1, 228) = 6.31, p < .013, g2
p = .027. There were no main effects nor

interactions involving vignette.

4.3. Discussion

Experiment 3 confirmed our prediction that knowledge dependence would be greater for

non-arbitrary transgressions relative to arbitrary transgressions. We hypothesized that part of

what drives the knowledge effect for moral rules is that they are typically non-arbitrary. That

is, because moral rules prohibit actions that are intrinsically tied to harm, the rules could not

reasonably have been otherwise (i.e., they are non-arbitrary), and a knowing transgression

constitutes a knowing commission of harm. Experiment 3 tested this by setting all violations

in the moral domain, but manipulating the arbitrariness of the rules. The key prediction was

that a knowing violation of a non-arbitrary rule would be deemed more wrong and more

deserving of punishment than a knowing violation of an arbitrary rule, resulting in an interac-

tion between arbitrariness and knowledge. This is precisely what we found.

Participants’ ratings for both wrongness and punishment (school service hours) were less

sensitive to knowledge and intent when the threshold specified by the rule was arbitrary.

Thus, we were able to replicate the pattern of knowledge dependence seen in moral and con-

ventional transgressions entirely within the moral domain by manipulating whether the rule

was set arbitrarily. This finding supports our findings from Experiment 2 that the importance

of these mental states is not solely a function of whether a norm involves harm, as all the

transgressions considered in Experiment 3 were moral in nature and tied to a real harm, but is

also influenced by the arbitrariness of the rule itself—that is, whether the rule could reason-

ably have been specified otherwise. These results leave open, however, whether the critical

issue is reality (whether the rule is in fact set arbitrarily or not) or the actor’s belief about the
rule; we return to this issue in Experiment 4.

Experiment 3 failed to find significantly greater effects of a rule change for arbitrary

relative to non-arbitrary rules for wrongness, although this predicted effect was observed

for punishment. We suspect that this failure to replicate the pattern observed in Experi-

ment 1 comes from the smaller effect sizes associated with rule type in the present exper-

iment, and the corresponding loss in statistical power.
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5. Experiment 4

While Experiments 2 and 3 found support for the idea that mental states are more

influential when a rule is non-arbitrary, it is not clear what was driving this effect: that

rules were believed by the actors to have arbitrary versus non-arbitrary bases, or that the

reality was such that some transgressions crossed an arbitrarily set threshold, while others

crossed a non-arbitrary threshold. In other words, was the effect driven by the knowledge

and intentions themselves, or by their differential consequences in the world?

Based on our predictions and findings in Experiments 1 and 2, we would expect the

more critical factor to be the knowledge and intent of the actor. In Experiments 1 and 2,

we suggested that moral transgressions involve a greater role for knowledge and intent

because some desires and intentions are themselves inextricably bound to the harm that

the action will cause, thereby influencing the perceived magnitude of wrongdoing and the

appropriate level of punishment. While Experiment 2 found that intention ratings signifi-

cantly predicted the magnitude of the knowledge effect, the intentions of moral transgres-

sors were not rated significantly worse.

Thus, Experiment 4 aims to take a closer look at the role of intentions and beliefs in

driving knowledge effects. If it is a perpetrator’s mental states that drive such effects,

then the effects found in Experiment 3 should be eliminated by stipulating that all trans-

gressors believed the rules to be set arbitrarily, while varying the reality: For half of par-

ticipants the rule was arbitrary (i.e., it could reasonably have been specified differently),

and for the other half it was not (i.e., their transgression involved crossing a non-arbitrary

threshold). If instead judgments for wrongness and punishment are affected by the differ-

ential consequences of violating a rule that was or was not set arbitrarily (i.e., intrinsi-

cally tied to actual harm or not), then specifying that a transgressor always believes a

rule to be arbitrary should be insufficient to eliminate the effect.

5.1. Methods

5.1.1. Participants
Two hundred and forty adults (117 females, 122 males, 1 other/prefer not to specify;

Mage = 32, SD = 12) participated in the study through AmazonMechanical Turk as in Exper-

iments 1–3. An additional 185 participants were excluded for failing catch questions.

5.1.2. Materials and procedure
The experimental stimuli consisted of three of the stories used in Experiment 3

(movies, vitamins, and speeding). Each vignette had two versions, one in which the actor

believed the rule had been set arbitrarily, and in fact it had been, and one in which the

actor believed the rule had been set arbitrarily, but in fact the rule had been set after

careful, but secret, research. The three stories chosen were those that could be credibly

adapted to meet these constraints. The relevant excerpts of the arbitrary and non-arbitrary

version of the movies vignette are presented below. The relevant rule was that students
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could not lend particular movies to any student under age 15 due to their gory content

(for full stimulus materials, see Appendix S6):

Arbitrary: “The school administrators chose the age of 15 based on the recommenda-

tion from the studio. The studio chose the age of 15 somewhat arbitrarily. There isn’t

any reason why seeing the gory content would harm a 14.5-year old alien much more

than a 15.5-year old alien, but they had to choose some age cutoff, and decided on 15.

Neither the school administrators nor the students have any idea how the studio chose

the age and believe the age was selected arbitrarily. In fact, Bernice once asked a

school administrator why the age was 15, and was told that it was an arbitrary cut-off

determined by the movie studio.”

Non-Arbitrary: “The school administrators chose the age of 15 based on the recommen-

dation from the studio. The studio chose the age of 15 after careful research on alien

development. Aliens of their species undergo an important developmental change such

that younger aliens are susceptible to the negative effects of gory and violent content,

while older aliens are not. The developmental change is linked to an increase in hormone

levels that occurs, like clockwork, at age 15. The studio feared that releasing this infor-

mation would damage their sales and reputation so they have carefully kept it from the

public. Only the top executives and a few scientists even know the study was conducted.

Neither the school administrators nor the students have any idea how the studio chose

the age and believe the age was selected arbitrarily. In fact, Bernice once asked a

school administrator why the age was 15, and was told that it was an arbitrary cut-off

determined by the movie studio.”

Participants were randomly assigned to read one of the six vignettes. As in Experi-

ments 1–3, they read an unknowing version followed by wrongness and punishment ques-

tions in a randomized order, and then answered the questions again after seeing a

knowledge change prompt similar to those used in Experiments 1–3. Next, participants
were shown the rule change manipulation from Experiments 1 and 2. We used the rule

change from Experiments 1 and 2, in case the absence of a significant rule change effect

for wrongness in Experiment 3 stemmed from the way the question was asked. Finally,

participants answered catch questions as in previous experiments.

5.2. Results

5.2.1. Knowledge dependence
If the differential effects of knowledge and intent found in Experiments 1–3 were dri-

ven by differences across conditions in the mental states attributed to transgressors, then

we should not find differential knowledge effects here: In all cases, the transgressor had
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the belief that a given norm was arbitrary. To test this prediction, we performed mixed

ANOVAs with rule type (2: arbitrary, non-arbitrary) as a between-subjects’ factor, knowl-

edge state (2: unknowing, knowing) as a within-subjects’ factor, and either wrongness or

punishment (service hours) as the dependent variable. Consistent with our prediction, we

did not find an interaction between rule type and knowledge state for either wrongness,

F(1, 238) = 0.770, p = .381, g2
p = .003, or punishment, F(1, 238) = 1.24, p = .267,

g2
p = .005 (see Fig. 4). There was, unsurprisingly, a main effect of knowledge state for

both wrongness, F(1, 238) = 440.62, p < .000, g2
p = .649, and punishment,

F(1, 238) = 360.62, p < .000, g2
p = .602.

To compare the results of Experiments 3 and 4 directly, we ran an additional anal-

ysis in which we treated experiment (Experiment 3 vs. Experiment 4) as a between-

subjects variable. To make the two experiments as comparable as possible, we

included only the three vignette pairs corresponding to those used in Experiment 4.

We then performed 2 (Experiment: 3, 4) 9 2 (basis for rule: arbitrary, non-arbitrary)

ANOVAs with the knowledge effect difference score as the dependent variable (i.e., rat-

ing for knowing transgression minus rating for unknowing transgression). This analysis

revealed a significant interaction for punishment (service hours), F(1, 356) = 5.40,

p < .021, g2
p = .015, and a marginally significant interaction for wrongness, F(1,

356) = 3.11, p < .079, g2
p = .009. In both cases, the knowledge effect was greater in

Experiment 3 than in Experiment 4, which supports the idea that it is an agent’s

beliefs about the harm associated with rule breaking, and not the actual harm caused,

that partially or wholly determines differential effects of mental states across types of

rule breaking.

5.2.2. Rule dependence
Difference scores were created as in previous experiments to test for rule dependence.

We did not find any significant difference between the arbitrary and non-arbitrary condi-

tions (all ps > .35).

Fig. 4. Ratings for wrongness and punishment (service hours) for all vignette variants as a function of trans-

gression type. Error bars correspond to 1 SEM in each direction.
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5.3. Discussion

Experiment 4 supports our prediction that it is an actor’s belief that a rule is arbitrary

that participants use to evaluate wrongness and ascribe punishment, not the actual conse-

quences of transgressing an arbitrary or non-arbitrary rule: The differential knowledge

effects across conditions completely disappeared when the actor’s knowledge was held

constant across different realities. This finding supports our broader contention that what

drives the knowledge effect in moral and conventional (or non-arbitrary and arbitrary)

transgressions is an actor’s knowledge and intent concerning his or her actions.

Experiment 4 also supports Experiment 2 in suggesting that the presence, absence, or

degree of actual or potential harm is not what really drives our knowledge effects. If

harm were driving the differential knowledge effect, we would have expected to see a

greater knowledge effect when a transgression violated a rule that was in fact non-arbi-

trary relative to cases in which the rule was in fact arbitrary, regardless of the perpetra-

tor’s beliefs. This, along with the careful matching of harm in Experiment 2, provides

compelling support that it is a transgressor’s mental states that are predominantly respon-

sible for the magnitude of the knowledge effect.

6. General discussion

In Experiments 1 and 2, we found evidence that the evaluation of moral transgressions

is more knowledge dependent than the evaluation of conventional transgressions—that is,

“knowing what you’re doing” is more damning, and ignorance is more mitigating, when

the rule that’s violated is moral as opposed to conventional. We also found that the evalu-

ation of conventional transgressions is more rule dependent than that of moral transgres-

sions, replicating findings from past literature. In Experiments 2–4, we found evidence

that part of what drives differential effects of knowledge and intent is the typically non-

arbitrary nature of moral rules, and especially a transgressor’s beliefs about the basis for

a violated rule.

The finding that relative to moral transgressions, the perceived severity of conventional

violations is more contingent on the presence of a rule is not new; however, to our

knowledge, this is the first demonstration that judgments concerning the wrongness of

moral transgressions are more sensitive to knowledge and intent than those concerning

conventional transgressions, with corresponding effects for punishment. That said, our

findings nicely complement recent work with children by Josephs et al. (2016), who

found that another aspect of an actor’s actions—whether they were chosen freely or under

constraint—had a greater impact on children’s protests concerning violations of moral

versus conventional rules. Our study differs from this recent work in manipulating actors’

mental states directly (rather than manipulating constraints on their choices), and in con-

sidering explicit judgments of wrongness and punishment (rather than children’s “pro-

tests”). Our study is thus the first to systematically vary whether a transgressor “knew
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what she was doing” in violating a rule, and to do so across moral and conventional

cases.

Despite the novelty of our result, the relationship between knowledge dependence

and the conventionality of a rule is consistent with prior work on the evaluation of

strict liability crimes. In Giffin and Lombrozo (2016), we argued that knowledge is less

important in laypeople’s judgments concerning strict liability crimes because such

crimes tend to involve the violation of a rule with somewhat arbitrary—and therefore

arguably “conventional”—elements. For example, speeding is a strict liability crime,

and it involves the violation of a somewhat arbitrary speed limit. Driving 40 miles per

hour is not inherently wrong, but it is wrong when it occurs in a 35-mile zone, and the

designation of 35 miles (as opposed to 34 or 36.5) as the limit is somewhat arbitrary. It

is not clear that the harm or consequence is much different from 35 to 40 or 40 to 45,

even though there is a good reason for specifying some speed limit. In other words, the

rule is arbitrary in the sense that it could reasonably have been specified differently.

This feature of “arbitrariness” could help explain why strict liability crimes and conven-

tional violations behave similarly.

Experiment 2 found support for an association between arbitrariness and knowledge

dependence, and Experiment 3 set out to manipulate the role of arbitrariness directly. We

hypothesized that if part of what makes conventional violations less sensitive to a trans-

gressor’s knowledge and intent is their more arbitrary specification, then rules that are

expressly characterized as somewhat arbitrary—even when they involve harm—should

also show less sensitivity to these mental states. This is precisely what we found: judg-

ments concerning the violation of arbitrarily set rules depended less strongly on the

actor’s knowledge and intent, whether participants were evaluating the severity of wrong-

doing or the number of service hours that should be required as punishment. Finally, in

Experiment 4 we found evidence that what matters is the transgressor’s belief that a rule

has been set arbitrarily; not necessarily the actual consequences of breaking a rule that

involves an arbitrary threshold.

Our findings raise a number of important questions for future research. First, how do

our findings relate to prior work (Barrett et al., 2016; Chakroff et al., 2015; Hawley-

Dolan & Young, 2013; Russell & Giner-Sorolla, 2011; Young & Saxe, 2011), which

documents a weaker effect of knowledge and intent in evaluating purity violations, such

as incest, relative to harm violations, such as battery? Like conventional transgressions,

purity violations differ from moral transgressions in the primary locus of harm. In a typ-

ical harm violation, such as poisoning, the victim is another person (Gray, Waytz, &

Young, 2012; Gray & Wegner, 2009, 2012). This is also the case for the moral trans-

gressions considered in our experiments. However, in the case of purity violations, such

as incest, the victim is often the self (Young & Saxe, 2011; Young & Tsoi, 2013). Con-

ventional transgressions could mirror purity violations not in the focus on self per se,

but in lacking another person as an identifiable victim. Supreme Court Justice Morissette

argued that legal wrongs that are malum prohibitum are offenses against the authority
of the state: Even in the absence of certain harm to others, disregarding convention is a

potential harm to society or social order. Individuals may be harmed downstream, but
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they are not typically identifiable as individuals at the time of the transgression. It could

be that the central importance of knowledge and intent in moral transgressions stems

from the role of an identifiable victim other than the self. In such cases, it may be espe-

cially important to track the mental states of the perpetrator to evaluate moral character

and prevent future harms. Potentially consistent with this line of thought, Josephs et al.

(2016) explain their results by appeal to the idea that violations of moral norms involve

a focus on the actor, whereas violations of conventional norms shift the focus from the

actor to the consequences of the violation.

Second, in what sense must rules be arbitrary for the role of mental states to be

attenuated? If our account is right, then the critical factor is whether a rule is linked to

intrinsic harm, and thus constrained such that it could not reasonably have been other-

wise. In our experimental manipulation of arbitrariness (Experiments 3 and 4), we cre-

ated rules that were arbitrary because they set a threshold that could reasonably have

been otherwise. It was useful to adopt this approach to arbitrariness because all vign-

ettes were set in the moral domain and involved some level of harm. It is worth noting,

though, that this differs from the way in which conventional rules are often arbitrary:

Rather than identifying a critical threshold, many specify conditions for group coordina-

tion (e.g., driving on the right rather than the left). We expect that comparable effects

would be found in such cases, but this is at present an untested prediction. A further

question concerns the relationship between conventionality and arbitrariness and whether

all forms of conventionality involve some inherently arbitrary elements.

Third, might there be important boundary conditions on the effects we report here? It

is instructive to consider conventional transgressions accompanied by truly bad intentions.

For example, consider a person who intentionally drives on the wrong side of the road,

not only with the intention of violating traffic rules, but also with the intention to gener-

ate a harmful collision. Although the anticipated harm stems from a violation of conven-

tion, the addition of the intention to cause harm seems to shift the offense from the

domain of the conventional to the domain of the moral: The primary offense is not in

violating rules of traffic, but in violating rules against aggravated battery or perhaps

vehicular homicide. We take it as evidence for our distinction between conventional and

moral transgressions that it is so difficult to construct instances of purely conventional

transgressions that involve genuinely bad intentions. It appears that once an action is

accompanied by genuinely bad intentions, it shifts domains from a conventional to a

moral transgression.

Fourth, how might culture moderate the effects we report? Prior work has found that

the relative importance of intent in moral evaluations can differ across cultures (Barrett

et al., 2016). Moreover, there is documented cultural and individual variation in the per-

ceived boundary between moral and conventional wrongdoing (Hauser, Young, & Cush-

man, 2008). Our vignettes are set in a modern, Westernized context, and our sample is

from the United States. It is possible that cultures that exhibit an attenuated role for men-

tal states in moral evaluation will show even less sensitivity when it comes to conven-

tional violations. Investigating other cultures will be crucial in painting a more accurate

and complete picture of human moral psychology.

C. Giffin, T. Lombrozo / Cognitive Science 42 (2018) 129



Finally, how might our results from Experiments 3 and 4 translate to more “earthly”

situations? We chose to situate Experiments 3 and 4 in an alien world because we feared

that participants’ beliefs about how arbitrary—or not—a rule is on Earth would be rela-

tively hard to manipulate. However, To the extent we could convincingly state that our

actors reasonably believed a real moral rule was set arbitrarily, we would expect to see a

reduction in the influence of mental states on judgments. Precisely which mental states

matter and why, however, is another question that merits further research.

In sum, our findings are consistent with prior work demonstrating the importance of

mental states in moral judgment. However, our findings go beyond prior work in pointing

to a differential role for knowledge and intent when it comes to evaluating moral versus

conventional transgressions. We also suggest a basis for this difference: To the extent a

rule is believed to reflect non-arbitrary considerations, the intention to violate the rule

will be bound up with intentions to cause other consequences, such as harm. This makes

a knowing transgression more severe, and ignorance more mitigating, for moral transgres-

sions than for conventional transgressions.
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Notes

1. Battery is defined in California penal code 242 as the “(a) unlawful and willful; (b)

application of force or violence; (c) upon the person of another.” Hitting or apply-

ing force to another in self-defense, defense of another, defense of property, or as

part of your official duties would not constitute battery.

2. In a pilot version of Experiment 1 with 160 participants, the knowing and unknow-
ing versions of each vignette were presented to different participants in a between-

subjects design. This study revealed the same effects of knowledge on judgments

of wrongness as those presented here. For punishment, however, the pilot study

asked about hours of detention, which seemed to generate a floor effect: Partici-

pants were disinclined to assign detention hours for any of our transgressions. This

motivated the change to “service hours” as the measure of punishment in Experi-

ment 1. See Appendix S2 for a full report and Appendix S3 for full stimuli from

that experiment.
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3. This “no rule” rating was always solicited last. We feared that if we initially told

participants that no rule was in place, and then later told them a rule had been

instituted, they might make unwarranted assumptions about the reasons for this

change. For instance, participants might assume that the actions had actually caused

harm or disruption, making the rule necessary. These kinds of assumptions could

artificially inflate wrongness and punishment ratings. Moreover, because the pri-

mary aim of the experiment was to assess the knowledge dependence of moral and

conventional violations, it seemed wise to solicit those judgments first.

4. Notably, the relationship between arbitrariness and knowledge effects held not

only across domains, but also within domains: Further analyses revealed negative

correlations between both knowledge effect scores and how arbitrary a participant

rated the rule in the vignette they read, whether analyses were restricted to only

moral or conventional vignettes. For moral violations, the correlations between

arbitrariness score and the wrongness knowledge effect, r = �.160, p < .059, and

punishment knowledge effect, r = �.149, p < .079, were both negative and mar-

ginally significant. For conventional violations the correlations between arbitrari-

ness and the wrongness knowledge effect, r = �.133, p < .116, and the

punishment knowledge effect, r = �.084, p < .324, were still negative, though

farther from significance.
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